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Preface

The application of quantitative techniques has become increasingly important because 
management principles are applied in organisations like hospitals, educational systems 
and non-enterprise management administration.

The motivation for writing this book has come from the lack of a contextually relevant 
and comprehensive book on quantitative techniques which are sufficient to provide a 
rather substantial course of study for some semesters. The book is intended for students of 
management, accountancy, chartered and cost accountancy and economics. Most chapters 
have been developed from the lecture notes used in teaching and tested in classes over 
several years.

We have kept the presentation simple and stimulating; nevertheless, the treatment of 
topics is detailed and up-to-date so that experts (researchers, etc.) in the field can use the 
book as a text or reference.

The book includes chapters with examples, figures, cases and MCQs; a glossary; and a 
bibliography. Every chapter has a set of problems which include conceptual, descriptive 
and design problems.

Furthermore, we have embedded relevant case studies to illustrate the fundamental 
concepts.

To enhance understanding of the subject matter by students belonging to different dis-
ciplines, our approach is conceptual rather than mathematical. Each chapter contains a 
sufficiently large number of review questions, and some chapters contain self-practice 
problems with answers to help readers in self-evaluation. Explanations are richly illus-
trated with numerous interesting and varied business-oriented examples. A large number 
of business-oriented problems, both solved and practice, have been added, thus creating a 
bank of problems.

To provide an opportunity for students to gain more skills to apply these concepts, a 
variety of problems have been included in each chapter. To facilitate ready recall of the 
concepts and formulae discussed in each chapter, a brief summary is provided at the end 
of each chapter.
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1
Quantitative Decision Making – An Overview

1.1 Introduction

A person managing a production unit, farm, factory or domestic kitchen has to 
coordinate people, machines and money against several constraints, like those of time, 
cost and space, in order to achieve the organisation’s objectives in an efficient and 
effective manner. The manager has to analyse the situation on a continuous basis; 
determine the objectives; identify the best option from the set of available alternatives; 
and implement, coordinate, evaluate and control the situation continuously to achieve 
these objectives.

Organisations of today have become increasingly complex, and hence managerial deci-
sion making has become even more complex. As a result, management is becoming more 
of a science than an art.

As the complexity of organisations and the business environment has made the process 
of decision making difficult, managers cannot take decisions on the basis of subjective fac-
tors like their experience, observation or evaluation anymore. Decisions need to be based 
on thorough analysis of data that reveals relationships, indicates trends and shows rates of 
change in the relevant variables.

Quantitative methods provide ways to collect, present, analyse and interpret the avail-
able data meaningfully. They are the powerful tools through which managers can accom-
plish their predetermined objectives, like profit maximisation, cost minimisation or 
efficient and effective use of production capacities. The study of quantitative methods has 
a wide range of applications, especially in business.

The information needed by the decision maker or owner to make effective decisions was 
much less extensive. Thus, he made decisions based on his past experience and intuition 
only. The reasons are

 1. The marketing of the product was not a problem because customers were person-
ally known to the business owner.

 2. Test marketing of the product was not essential because the owner used to know 
the choice and need of the customers just by interaction.

 3. The owner used to work with his workers at the shop floor. He knew all of them 
personally.

 4. Progress on the work was being made daily at the work centre. Thus, production 
records were not required.
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Quantitative methods are used in decision making for the following reasons:

 1. Complexity of today’s managerial activities, which involve constant analysis in 
setting objectives, seeking alternatives and implementing, coordinating, control-
ling and evaluating the result

 2. Availability of different tools for quantitative analysis of complex problems

1.2 Meaning of Quantitative Techniques

Quantitative methods are those statistical and programming techniques which help deci-
sion makers solve many problems, especially those concerning business and industry. These 
methods involve the use of numbers, symbols, mathematical expressions and other elements 
of quantities and serve as supplements to the judgement and intuition of the decision makers.

In other words, quantitative methods are those techniques that provide the decision 
makers with systematic and powerful means of analysis, based on quantitative data, for 
achieving predetermined goals.

1.2.1 Concept of Statistics

In the view of laypeople, statistics is ‘data’. Some statisticians called it the science of count-
ing averages and estimations (Bowley, 1926), the science of numerical data (Ya-Lun-Chou 
1972) and so forth. As a method, statistics may be defined as a process of the collection of 
data and analysis for drawing conclusions.

1.2.2 Concept of Operations Research

Operations research is a quantitative technique that is applied in the process of decision 
making, in the scientific analysis of problems, which involves systematic operations. The 
term operations research is coined by combining two different terms, operation and research. 
Operation means ‘action applied’, and research is finding ‘unknown facts and information 
scientifically’. Thus, operations research can be defined as the application of certain tools 
for dealing with decision-making problems.

1.3 Evolution of Quantitative Techniques

The utility of quantitative methods was realised long ago, and the science of mathemat-
ics is probably as old as human society. However, with the evolution of industrial engi-
neering, scientific methodologies that were prominent earlier in the natural sciences were 
found to be applicable to management functions – planning, organisation and controlling 
of operations.

In the late nineteenth century, Fredrick W Taylor proposed an application of the sci-
entific method to an operations management problem, namely, the productivity of men 
shovelling ore.
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Prior to this development, there was a strong belief that the largest shovel a worker 
could fill and carry was the shovel size which maximises the output. Taylor questioned 
the validity of the assumption and performed a series of experiments to disprove it. He 
determined that the only variable that was significant was the combined weight of the 
shovel and its load. Too much weight on the shovel would result in the worker getting 
tired soon and moving slowly, while too little load would result in too many trips. The 
experiments concluded that productivity could be raised substantially by loading the 
shovel properly.

Another significant contribution to the evolution of the quantitative methods was made 
by Henry L Gantt, who devised a chart, known as the Gantt chart, to schedule produc-
tion activities. Prior to his work, production was a haphazard exercise. The jobs processed 
through one stage of production used to wait for days for acceptance in the next processing 
centre. The Gantt chart scheduled each job from one machine to another, and minimised 
the delays in between.

1.4 Classification of Quantitative Methods

The wide variety of quantitative methods that are available in modern times can be broadly 
classified into two groups:

 1. Statistical techniques
 2. Programming techniques

Statistical techniques are used in conducting the statistical inquiry concerning a certain 
phenomenon. They include various methods, ranging from the collection of data to the 
task of interpreting the collected data. The methods of collecting, classifying and tabu-
lating statistical data; the calculation of various statistical measures like mean, standard 
deviation and coefficient of correlation; the methodologies of analysing and interpreting 
data; and finally, the task of deriving inferences and judging their reliability are examples 
of statistical techniques.

Programming techniques (also known as operations research techniques) are used by 
many decision makers in modern times. They were first designed to tackle defence and 
military problems and are now being used to solve business problems. They include a 
variety of techniques, like

 1. Linear programming
 2. Games theory
 3. Simulation
 4. Network analysis
 5. Queuing theory

These techniques involve the building of mathematical models that relate the relevant 
variables in a situation to the outcomes, and yield solutions to problems in terms of the 
values of the variables involved. The following sections describe the steps involved in the 
application of the programming techniques.
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1.5 Data Collection

1.5.1 Statistical Data

Statistical data refers to the numerical description of quantitative aspects of things in the 
form of counts or measurements.

1.5.2 Statistical Methods

The large volume of numerical information or data gives rise to the need for systematic 
methods which can be used to collect, organise or classify, present, analyse and interpret 
the information effectively for the purpose of making wise decisions.

1.5.3 Data Collection

The following data is required for the given purposes:

 1. Population of the city
 2. Number of individuals who are getting income
 3. Daily income of each earning individual

1.5.4 Organisation of Data

The data so obtained should now be organised in different income groups. This will 
reduce the bulk of the data.

Once the mathematical model that represents the problem situation is constructed, the 
next step is to collect the appropriate data required by the model. Data can come from 
various sources, like well-maintained records, tests or experiments and even from the 
hunches based on past experiences. Collection of data is an important step in the deci-
sion-making process as it affects the output of the model significantly. Data collection 
takes significant time. For instance, a moderate-sized linear programming model with 30 
decision variables and 20 constraints involves as many as 10,000 data elements that are to 
be identified.

1.6 Characteristics of Data

It is probably more common to refer to data in the quantitative form as statistical data. 
But not all numerical data is statistical. In order that numerical descriptions may be called 
statistics, they must possess the following characteristics:

 1. They must be aggregate of facts, for example, single unconnected figures cannot 
be used to study the characteristics of the phenomenon.

 2. They should be affected to a marked extent by a multiplicity of causes; for exam-
ple, in social services the observations recorded are affected by a number of fac-
tors (controllable and uncontrollable).
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 3. They must be enumerated or estimated according to reasonable standard of accu-
racy; for example, in the measurement of height, one may measure correctly up to 
0.01 cm. The quality of the product is estimated by certain tests on small samples 
drawn from a big lot of products.

 4. They must have been collected in a systematic manner for a predetermined pur-
pose. Facts collected in a haphazard manner and without a complete awareness of 
the object will be confusing and cannot be made the basis of valid conclusions. For 
example, collected data on price serves no purpose unless one knows whether he 
wants to collect data on wholesale or retail prices and what are the relevant com-
modities in view.

 5. They must be placed in relation to each other. That is, data collected should be 
comparable; otherwise, these cannot be placed in relation to each other. For exam-
ple, statistics on the yield of crop and use of fertiliser are related, but these yields 
cannot have any relation with the statistics on the health of the people.

 6. They must be numerically expressed. That is, any facts to be called statistics must 
be numerically or quantitatively expressed. Quantitative characteristics such as 
beauty and intelligence cannot be included in statistics unless they are quantified.

1.7 Types of Statistical Data

An effective managerial decision concerning a problem on hand depends on the avail-
ability and reliability of statistical data. Statistical data can be broadly grouped into two 
categories:

 1. Secondary or published data
 2. Primary or unpublished data

The secondary data is that which has already been collected by another organisation and 
is available in the published form. You must first check whether any such data is available 
on the subject matter of interest and make use of it, since it will save considerable time and 
money. But the data must be scrutinised properly since it was originally collected perhaps 
for another purpose. The data must also be checked for reliability, relevance and accuracy.

A great deal of data is regularly collected and disseminated by international bodies, 
such as the World Bank, Asian Development Bank, International Labour Organization 
and Secretariat of the United Nations; government and its many agencies, such as the 
Reserve Bank of India and Census Commission; ministries, such as the Ministry of 
Economic Affairs and Commerce Ministry; private research organisations; and trade 
associations.

1.7.1 Arriving at the Solution

Once the data has been collected, managers can use the data as input and attempt to solve 
the model. The solution provides an answer to the problem under consideration, but only 
under the condition represented by the model. For example, suppose a cooler manufacturer 
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develops an inventory model to calculate the quantity of raw materials to be kept in stock 
(by considering the ordering costs, carrying costs and stock-out costs, which are described 
in operations management), keeping in view the demand for the product in the summer 
season. If the manufacturer sticks to that solution in winter also, it may end up with exces-
sive stocks and cash shortages. Hence, managers need to review the solutions periodically 
to check whether they are appropriate. Managers should also try to alter inputs and the 
model to analyse the corresponding changes in the output. This process of altering the 
inputs and studying the changes in the output is called sensitivity analysis.

1.7.2 Presentation

The organised data may now be presented by means of various types of graphs or other 
visual aids. Data presented in an orderly manner facilitates statistical analysis.

The final step in the process is to present the solution to the top management. This step 
includes a full explanation of the findings and an effort to correlate them to the solution. 
The presentation should specify the conditions under which the solution can be used. It 
should also point out the weakness of the underlying assumptions so that the top manage-
ment can know the risks involved in employing the model to generate results.

1.7.3 Analysis

On the basis of systematic presentation in a tabular form or graphical form, determine the 
average income of an individual and the extent of disparities that exist. This information 
will help to get an understanding of the phenomenon (i.e. income of individuals).

1.7.4 Interpretation

All the above steps may now lead to drawing conclusions which will aid in decision mak-
ing – a policy decision for improvement of the existing situation.

1.8 Classification of Quantitative Techniques

Figure 1.1 shows a tree diagram of Quantitative Techniques.

Quantitative techniques

Descriptive Inductive Decision theory

• Data collection
• Presentation

• Interference
• Estimation

Business decision analysis

FIGURE 1.1
Classification of quantitative techniques.
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1.8.1 Descriptive Statistics

There are statistical methods which are used for re-arranging, grouping and summarising 
sets of data to obtain better information or facts, and thereby a better description of the 
situation can be made.

Example 1.1: Changes in the Price Index

Yield by rice and so forth are frequently illustrated using different types of charts and 
graphs. These devices summarise large quantities of numerical data for easy under-
standing. Various types of averages can also reduce a large mass of data to a single 
descriptive number.

1.8.2 Inductive Statistics

This is concerned with the development of some criteria which can be used to derive infor-
mation about the nature of the members of entire groups, also called population or uni-
verse, from the nature of the small portion, also called sample of the group.

Samples are drawn instead of a complete enumeration for the following reasons:

 1. The number of units in the population may not be known.
 2. The population units may be too many in number or widely dispersed. Thus, com-

plete enumeration is extremely time-consuming, and at the end of a full enumera-
tion, so much time is lost that the data becomes obsolete by that time.

 3. It may be too expensive to include each population item.

1.8.3 Statistical Decision Theory

Statistical decision theory deals with analysing complex business problems with alter-
native courses of action or strategies and possible consequences. Basically, it is to pro-
vide more concrete information concerning these consequences, so that the best course of 
action can be identified from the alternative courses of action.

Statistical decision theory relies heavily not only on the nature of the problem at hand, 
but also on the decision environment. Basically, there are four different states of decision 
environment, as given in Table 1.1.

TABLE 1.1

States of Decision Environment

State of Decision Consequence

Certainty Deterministic
Risk Probabilistic
Uncertainty Unknown
Conflict Influenced by an opponent
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1.9 Methodology of Quantitative Techniques

Managers in an organisation generally observe various decision-making environments, 
define problems in those environments, develop models that seek to solve those problems, 
select the inputs of data necessary for solutions, find the optimum solutions to the prob-
lems and implement the solutions.

1.9.1 Steps

 1. Observing the organisational environment is the first step in the process of solv-
ing a problem. The procedure involved in the process of observing an organisa-
tional environment may be as simple as visiting an enterprise and listening to a 
manager describe a problem. The process may also be as complex as spending 
months gathering data on production and distribution for the output of a manu-
facturing unit.

 2. The person observing the environment should necessarily be a good listener, who 
is familiar with the process of gathering data. He or she should also be able to 
distinguish the problem from its environment details.

 3. Defining the problem is the next step in the process. A manager identifies the 
problem by analysing the environment and defining the problem in specific terms. 
The problem definition determines the factors relevant to the solutions and should 
also isolate the factors that are under the control of the management.

 4. Once the problem is clearly defined, the last step is to construct a mathematical 
model that represents the organisational situations. The model should enable the 
manager to forecast the crucial factors that affect the solution of the problem.

A model is said to be good if it is a concise and precise representation of the problem, is 
easily modifiable and cannot be easily misconstrued. Developing a model that represents 
the real-world problem is not an easy task. Managers need to review, test and refine their 
models on a regular basis.

1.10 Various Statistical Methods

1.10.1 Measure of Central Tendency

For proper understanding of quantitative data, it should be classified and converted into 
a frequency distribution, the number of times or frequency with which a particular data 
occurs in the given mass of data. This type of condensation of data reduces its bulk and 
gives a clear picture of its structure.

1.10.1.1 Mean

The mean is the common arithmetic average. It is computed by dividing the sum of the 
values of the observations by the number of items observed.



9Quantitative Decision Making – An Overview

1.10.1.2 Median

The median is that item which lies exactly halfway between the lowest and highest value 
when the data is arranged in an ascending or descending order.

1.10.1.3 Mode

The mode is the central value (or item) that occurs most frequently. When the data is 
organised as a frequency distribution, the mode is that category which has the maximum 
number of observations.

1.10.2 Measures of Dispersion

Central tendency measures the most typical value around which most values in the dis-
tribution tend to converge. However, there are always extreme values in each distribution. 
These extreme values indicate the spread or dispersion of the distribution. The measures 
of this spread are called ‘measures of dispersion’ or ‘variation’ or ‘spread’. Measures of 
dispersion would tell you the number of values which are substantially different from 
the mean, median or mode. The commonly used measures of dispersion are range, mean 
deviation and standard deviation.

The data may spread around the central tendency in a symmetrical or asymmetrical pat-
tern. The measures of the direction and degree of symmetry are called measures of the skew-
ness. Another characteristic of the frequency distribution is the shape of the peak, when it is 
plotted on a graph paper. The measures of the ‘peakedness’ are called Measures of Kurtosis.

1.10.3 Correlation

Correlation coefficient measures the degree to which the change in one variable (the depen-
dent variable) is associated with a change in the other variable (independent variable). For 
example, as a marketing manager, you would like to know if there is any relation between 
the amount of money you spend on advertising and the sales you achieve. Here, a sale is the 
dependent variable and advertising budget is the independent variable. Correlation coefficient, 
in this case, would tell you the extent of relationship between these two variables, whether the 
relationship is directly proportional (i.e. an increase or decrease in advertising is associated 
with an increase or decrease in sales), inverse (i.e. an increase in advertising is associated with 
a decrease in sales, and vice versa) or there is no relationship between the two variables.

1.10.4 Regression Analysis

For determining a causal relationship between two variables, you may use regression 
analysis. Using this technique, you can predict the dependent variables on the basis of the 
independent variables. In 1970, the National Council of Applied and Economic Research 
(NCAER) predicted the annual stock of scooters using a regression model in which real 
personal disposable income and the relative weighted price index of scooters were used as 
independent variables.

1.10.5 Time-Series Analysis

A time series consists of a set of data (arranged in some desired manner) either recorded at 
successive points in time or covering successive periods of time. The changes in such types 
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of data from time to time are considered as the result of the combined impact of a force that 
is constantly at work. This force has four components:

 1. Editing time-series data
 2. Secular trend
 3. Periodic changes, cyclical changes and seasonal variations
 4. Irregular or random variations

With time-series analysis, you can isolate and measure the separate effects of these 
forces on the variables. Examples of these changes can be seen if you start measuring the 
increase in the cost of living; the increase of population over a period of time; the growth 
of agricultural food production in a country over the last 15 years; the seasonal require-
ment of items; and the impact of floods, strikes, wars and so on.

1.10.6 Index Numbers

An index number may be described as a specialised average designed to measure the 
change in a group of related variables over a period of time. Index numbers are stated 
in the form of percentages. For example, if we say that the index of prices is 105, it means 
that prices have gone up by 5% compared to the point of reference, called the base year. If 
the prices of the year 2015 are compared with those of 2005, the year 2015 would be called 
‘given or current year’ and the year 2005 would be termed the ‘base year’. Index numbers 
are also used in comparing production, sales price, volume employment, and so forth, 
changes over a period of time, relative to a base.

1.10.7 Sampling and Statistical Inference

In many cases, due to shortage of time, cost or non-availability of data, only a limited part 
or section of the universe (or population) is examined to

 1. Get information about the universe as clearly and precisely as possible
 2. Determine the reliability of the estimates

This small part or section selected from the universe is called the sample, and the pro-
cess of selecting such a section (or part) is called sampling.

A scheme of drawing samples from the population can be classified into two broad cat-
egories: random and non-random sampling.

1.10.7.1 Random Sampling

Here, the drawing of elements from the population is random, and selection of an ele-
ment is made in such a way that every element has an equal chance (probability) of being 
selected.

1.10.7.2 Non-Random Sampling

Here, the drawing of elements from the population is based on the choice or purpose of 
the selector.
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Sampling analysis through the use of various ‘tests’, namely Z-normal distribution, 
Student’s t-distribution, F-distribution and χ2-distribution, makes it possible to derive 
inferences about population parameters with specified levels of significance and given 
degrees of freedom.

1.11 Advantages of Quantitative Methods

 1. Quantitative methods like regression analysis help managers predict the unknown 
value of a variable from the known variables. This method can be used to predict 
sales for a period on the basis of past data. The cost of production can be estimated 
for a particular production level.

 2. Quantitative methods like hypothesis testing are used to test the significance of a 
population parameter on the basis of a sample. Practically, it is not possible to esti-
mate a parameter by surveying the entire population, and hence managers rely 
mainly on the sample data and then check whether the sample data represents the 
population.

 3. Quantitative methods like decision theory help managers make decisions under 
uncertainty, taking various courses of action into consideration. Decision theory 
can be used by managers to decide whether to outsource a function. The method 
also gives the outcome of a decision in monetary terms.

 4. Quantitative methods like linear programming help managers allocate scarce 
resources in an optimum manner while solving the problems involved in sched-
uling, product mix determination, and so on.

1.11.1 Definiteness

The study of statistics helps us to present general statements in a precise and definite form. 
Statements of facts conveyed numerically are more precise and convincing than those 
stated quantitatively. For example, the statement ‘the literacy rate as per the 1981 census 
was 36% compared to 29% for the 1971 census’ is more convincing than stating simply that 
‘literacy in our country has increased’.

1.11.2 Condensation

The new data is often unwieldy and complex. The purpose of statistical methods is to 
simplify a large mass of data and present meaningful information from it. For example, it 
is difficult to form a precise idea about the income position of the people of India from the 
data of individual income in the country. The data will be easy to understand and more 
precise if it can be expressed in the form of per capita income.

1.11.3 Comparison

The object of statistics is to enable comparisons between the past and present results with a 
view to ascertaining the reasons for changes which have taken place and the effect of such 
changes in the future. Thus, if one wants to appreciate the significance of figures, then he 
or she must compare them with others of the same kind. For example, the statement ‘per 
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capita income has increased considerably’ will not be meaningful unless some compari-
son of figures of the past is made. This will help in drawing conclusions as to whether the 
standard of living of the people of India is improving.

1.11.4 Policy Formulation

Statistics provides the basic material for framing policies not only in business, but also 
in other fields. For example, data on birth and mortality rate not only helps in assessing 
future growth in the population, but also provides necessary data for framing a scheme 
of family planning.

1.11.5 Hypothesis Testing

Statistical methods are useful in formulating and testing a hypothesis or assumption or 
statement and developing new theories. For example, the hypothesis ‘whether a student 
has benefitted from a particular medium of instruction’ can be tested by using an appro-
priate statistical method.

1.11.6 Prediction

For framing suitable policies or plans, and then for implementation, it is necessary to have 
the knowledge of future trends. Statistical methods are highly useful for forecasting future 
events. For example, for a businessman to decide how many units of an item should be 
produced in the current year, it is necessary for him to analyse the sales data of past years.

1.12 Application of Quantitative Techniques in Business Management

1.12.1 Management

1.12.1.1 Marketing Management

 1. Analysis of marketing research information
 2. Statistical records for building and maintaining an extensive market
 3. Sales forecasting

1.12.1.2 Production Management

 1. Production planning, control and analysis
 2. Evaluation of machine performance
 3. Quality control requirements
 4. Inventory control measures

1.12.1.3 Finance Management

 1. Financial forecast and budget preparation
 2. Financial investment decisions
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 3. Selection of securities
 4. Auditing function
 5. Credit policies, credit risk and delinquent accounts

1.12.1.4 Personnel Management

 1. Labour turnover rate
 2. Employment trends
 3. Performance appraisal
 4. Wage rates and incentive plans

1.12.2 Economics

 1. Measurement of gross national product and input/output analysis
 2. Determination of business cycle, long-term growth and seasonal fluctuations
 3. Comparison of market prices, cost and profits of individual firms
 4. Analysis of population, land economics and economic geography
 5. Operational studies of public utilities
 6. Formulation of appropriate economic policies and evaluation of their effect

1.12.3 Research and Development

 1. Development of new product lines
 2. Optimal use of resources
 3. Evaluation of existing products

1.12.4 Natural Science

 1. Diagnosing the disease based on data like temperature, pulse rate and blood 
pressure

 2. Judging the efficacy of a particular drug for curing a certain disease
 3. Study of plant life

1.13 Limitations of Quantitative Techniques

 1. Quantitative methods involve the use of mathematical models, equations and 
other mathematical expressions, which are derived on the basis of several assump-
tions. Such underlying assumptions that are present in the current problem may 
or may not be relevant to some other problems. If this caution is not taken into 
consideration, wrong applications of quantitative methods may yield disastrous 
solutions.
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 2. Quantitative methods are usually expensive, as they require the services of spe-
cialised people. Even big organisations use quantitative methods to a limited 
extent because many applications are not worth their costs. Instead of using quan-
titative methods, managers generally prefer to exercise their intuition and judge-
ment to make decisions.

 3. The accuracy of the solution attained by quantitative methods is also hindered 
by pitfalls like inadequacy of data, inconsistency in definitions, selection of the 
wrong sample, improper choice of the method, inappropriate comparisons and 
improper presentations.

 4. Quantitative methods cannot be used to study qualitative phenomena as they do 
not take the intangible and non-measurable human factors into consideration. 
For instance, the methods make no allowances for intangible factors such as skill, 
attitude and vigour of managers in taking decisions. However, the methods can 
be successfully applied indirectly by first converting intangible expressions into 
quantitative terms. For example, the intelligence of a manager can be quantified by 
providing different scores to difference qualifications.

1.14 Summary

As the process of decision making is becoming increasingly difficult, managers can no lon-
ger afford to make decisions on the basis of subjective factors like experience, observation 
or evaluation alone. They have to use objective and quantitative methods to collect, pres-
ent, analyse and meaningfully interpret the available data to arrive at proper solutions.

Quantitative methods involve the use of numbers, symbols, mathematical expressions 
and other quantitative elements and serve as supplements to the subjective intuition of the 
decision makers. The utility of these methods was realised long ago.

Quantitative methods are broadly classified into two groups: Statistical techniques and 
Programming techniques. Statistical techniques include all the statistical methods that 
range from the collection of data to the task of interpreting the collected data. Programming 
techniques involve the construction of mathematical models that relate the relevant vari-
ables in a situation to the outcome.

This chapter discussed the historical evolution of quantitative methods and the method-
ology of quantitative methods. The chapter also discussed the advantages and limitations 
of quantitative methods.

There is an ever-increasing demand for managers with numerate ability as well as liter-
ary skills, so that they can present numerate data and information which requires analysis 
and interpretation, but more importantly, they can quickly scan and understand analysis 
provided both from within the firm and by outside organisations. In the competitive and 
dynamic business world, those enterprises which are most likely to succeed, and indeed 
survive, are those which are capable of maximising the use of the tools of management, 
including quantitative techniques.

This chapter has attempted to describe the meaning and use of various quantitative 
techniques in the field of business and management. The importance and complexity of 
the decision-making process has resulted in the wide application of quantitative tech-
niques in the diversified field of business and management. With the evolution of more 
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powerful computing techniques, users of these techniques are encouraged to explore new 
and more sophisticated methods of data analysis. A quantitative approach in decision 
making, however, does not totally eliminate the scope of qualitative or judgement ability 
of the decision maker.

REVIEW QUESTIONS

 1. Think of any major decision you made recently. Recall the steps taken by you to 
arrive at the final decision. Prepare a list of those steps.

 2. Comment on the following statements:
 a. ‘Statistics are numerical statement of facts, but all facts numerically stated are 

not statistics’.
 b. ‘Statistics is the science of averages’.
 3. What is the type of the following models?
 a. Frequency curves in statistics
 b. Motion films
 c. Flow chart in production control
 d. Family of equations describing the structure of an atom
 4. List at least two applications of statistics in each functional area of management.
 5. What factors in modern society contribute to the increasing importance of the 

quantitative approach to management?
 6. Describe the major phases of statistics. Formulate a business problem and analyse 

it by applying these phases.
 7. Explain the distinction between
 a. Static and dynamic models
 b. Analytical and simulation models
 c. Descriptive and prescriptive models
 8. Describe the main features of the quantitative approach to management.
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2
Arranging Data

2.1 Meaning of Data

Data is a collection of related observations, facts or figures. Managers collect facts such as 
number of units produced per day by each department or by each worker, and these facts 
and figures of production can be called data.

2.2 Types of Data

2.2.1 Published Data

Published data can be obtained in the form of bulletins, reports and so forth from vari-
ous government agencies. For example, data relating to monetary and banking activities 
(industrial production index, price index, etc.) can be obtained from Reserve Bank of India 
(RBI) bulletins and finance reports published by RBI every month. Many research organ-
isations and private sources provide useful data to managers.

2.2.1.1 Published Sources

There are a number of national and international organisations which collect statistical 
data and publish their findings in statistical reports periodically. Some of the national 
organisations which collect, compile and publish statistical data are the Central Statistical 
Organization (CSO), National Sample Survey Organisation (NSSO), Office of the Registrar 
General and Census Commissioner of India, Labour Bureau, Federation of Indian 
Chambers of Commerce and Industry, Indian Council of Agricultural Research (ICAR), 
Economic Times and Financial Express. Some of the international agencies which provide 
valuable statistical data on a variety of socio-economic and political events are the United 
Nations (UN), World Health Organization (WHO), International Labour Organization 
(ILO), International Monetary Fund (IMF) and World Bank.

2.2.2 Unpublished Data

Managers have to go in for first-hand data collection by the way of sample survey or a 
census. The information may be obtained by using various methods like observation, 
personal interview or questionnaires.
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2.2.2.1 Unpublished Sources

All statistical data need not be published. A major source of statistical data produced 
by government, semi-government, private and public organisations is based on the data 
drawn from internal records. This data based on internal records provides authentic 
statistical data and is much cheaper than primary data. Some examples of the inter-
nal records include employees’ payroll, the amount of raw materials, cash receipts 
and the cash book. It may be pointed out that it is very difficult to access unpublished 
information.

2.2.3 Primary Data

Primary data is the first-hand data collected by the researcher personally. Data used in 
statistical study is termed either ‘primary’ or ‘secondary’ depending on whether it was 
specifically for the study in question or for some other purpose. When the data used in a 
statistical study is collected under the control and supervision of the investigation, such 
data is referred to as primary data.

2.2.3.1 Editing Primary Data

Once the questionnaires have been filled and the data collected, it is necessary to edit this 
data. Editing of data should be done to ensure completeness, consistency, accuracy and 
homogeneity.

2.2.3.1.1 Completeness

Each questionnaire should be complete in all respects; that is the respondent should have 
answered each and every question. If some important questions have been left unan-
swered, attempts should be made to contact the respondent and get the response. If, 
despite all efforts, answers to vital questions are not given, such questionnaires should be 
dropped from final analysis.

2.2.3.1.2 Consistency

Questionnaires should also be checked to see that there are no contradictory answers. 
Contradictory responses may arise due to wrong answers filled in by the respondents 
or because of carelessness on the part of the investigator in recording the data. A 
respondent’s unwillingness to answer a specific question can result in non-response 
or a contradictory response, where the respondent completes the rest of the questions 
other than those he or she is uncomfortable with, refusal to complete the rest of the 
questionnaire or deliberate falsification. For example, questions such as `Would you 
resort to stealing things in a hotels or supermarkets if you knew there were no hid-
den cameras?’ are virtually sure to attract stereotyped responses or refusals from 
participants.

2.2.3.1.3 Accuracy

The questionnaire should also be checked for the accuracy of information provided 
by  the respondent. It may be pointed out that this is the most difficult job of the 
investigator and at the same time the most important one. If inaccuracies are permit-
ted, this would lead to misleading results. Inaccuracies may be checked by random 
cross-checking.
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2.2.3.1.4 Homogeneity

It is equally important to check whether the questions have been understood in the same 
sense by all the respondents. For instance, if there is a question on income, it should be 
very clearly stated whether it refers to weekly, monthly or yearly income. If it is left ambig-
uous, then respondents may give different responses and there will be no basis for com-
parison because we may take some figures which are valid for monthly income and some 
for annual income.

2.2.4 Secondary Data

When the data is not collected by the investigator, but is derived from other sources, then 
such data is referred to as ‘secondary data’.

Secondary data is collected from other available sources, collected by organisations in 
the form of financial statements, sales reports, cash flow data, production schedules, bud-
gets and so forth.

2.2.4.1 Precautions in the Use of Secondary Data

A careful scrutiny must be made before using published data. The user should be extra 
cautious in using secondary data, and he should not accept it at its face value. The reason 
may be that such data is full of errors because of bias, inadequate sample size, errors of 
definitions, computational errors and so forth. Therefore, before using such data, the fol-
lowing aspects should be considered.

2.2.4.1.1 Suitability

The investigator must ensure that the data available is suitable for the purpose of the 
inquiry on hand. The suitability of data may be judged by comparing the nature and scope 
of investigation.

2.2.4.1.2 Reliability

It is of utmost importance to determine how reliable is the data from secondary sources 
and how confidently we can use it. In assessing the reliability, it is important to know 
whether the collecting agency is unbiased, whether it has a representative sample, whether 
the data has been properly analysed and so on.

2.2.4.1.3 Adequacy

Data from secondary sources may be available, but its scope may be limited, and therefore 
this may not serve the purpose of investigation. The data may cover only a part of the 
requirement of the investigator or may pertain to a different time period.

Only if the investigator is fully satisfied on all the above-mentioned points should he 
proceed with this data as the starting point for further analysis.

2.3 Primary versus Secondary Data

See Table 2.1 for differences between primary and secondary data.
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2.4 Classification of Data

This is the process of arranging data into sequences and groups according to its common 
characteristics. Here, data is arranged according to the points of similarities and dissimi-
larities. It is like the process of sorting the mail in a post office, where the mail for different 
destinations is placed in different compartments after it has been carefully sorted out from 
the huge heap. For example, data collected in a consumer survey can be classified along 
characteristics like age, gender, education, income and so forth.

2.4.1 Methods of Classification

 1. Geographical: Area-wise or region-wise
 2. Chronological: According to occurrence of an event in time
 3. Qualitative: Depending on characteristics and attributes
 4. Quantitative: According to magnitudes

2.4.1.1 Geographical Classification

In this type of classification, data is classified according to area or region. For example, 
when we consider production of wheat country-wise, this would be called geographical 
classification. The listings of individual entries are generally done in alphabetical order or 
according to size to emphasise the importance of a particular area or region.

2.4.1.2 Chronological Classification

When the data is classified according to the time of its occurrence, this is known as chron-
ological classification. For example, sales figures of a company for 4 years are given in 
Table 2.2.

TABLE 2.1

Differences between Primary and Secondary Data

Primary Data Secondary Data

Data which is primary in the hands of one Data which is secondary in the hands of another
Data collected by himself or through his agent Data was already used by someone before

TABLE 2.2

Classification of Data according to Time

Year Sales (Rs. in Thousands)

2002–2003 271
2003–2004 227
2004–2005 471
2005–2006 161
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2.4.1.3 Qualitative Classification

When the data is classified according to some attributes (distinct categories) which are 
not capable of measurement, this is known as qualitative classification. In a simple (or 
dichotomous) classification, an attribute is divided into two classes, one possessing the 
attribute and the other not possessing it. For example, we may classify population on the 
basis of employment, that is the employed and unemployed. Similarly, we can have mani-
fold classifications when an attribute is divided to form several classes. For example, the 
attribute ‘education’ can have different classes, such as primary, middle, higher secondary 
and university.

2.4.1.4 Quantitative Classification

When the data is classified according to some characteristics that can be measured, this is 
called quantitative classification. For example, the employees of a company may be classi-
fied according to their monthly salaries. Since quantitative data is characterised by differ-
ent numerical values, the data represents the values of a variable. Quantitative data may be 
further classified into one or two types: discrete or continuous. The term discrete data refers 
to quantitative data that is limited to certain numerical values of a variable, for example the 
number of employees in an organisation or the number of machines in a factory.

2.5 Data Collection

2.5.1 Population

This is the entire collection of entities that a manager is trying to study.

2.5.2 Sample

This is a fraction of the population that represents the entire population in its characteris-
tics proportionately. For example, when a magazine conducts an opinion poll among 1000 
individuals from all over India, with a view to know the general opinion of Indians towards 
politicians, then all Indians is the target population and 1000 individuals represent the 
population and is referred to as the sample.

In another example, to estimate the potential market for a new innovation, managers in 
a research department may study 1000 consumers in a particular territory. The managers 
make sure that this sample contains the consumers belonging to all cross sections (income, 
religion, education and locality) of the society.

2.5.3 Testing the Validity of Data

This is testing the data for adequacy and reliability, as it influences the quality of the final 
decision.
Managers can pose the following questions:

 1. Data origin?
 2. Is the source reliable?
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 3. Does the data support or contradict the previous decisions?
 4. Are the conclusions derived from the data?
 5. What is the size of the sample? Does it represent the entire population under con-

sideration for decision making?

2.5.4 Complete Enumeration or Census Survey or Census

This is a method in which the entire population is taken up and information is collected 
relating to all the units of the population. For example, government undertakes complete 
enumeration of all citizens once every 27 years, and information is collected with respect 
to each and every person living in India.

2.5.5 Sample Method

This is a method in which enumeration of part of the population or universe is taken up 
and information is gathered regarding this selected part. This is commonly adopted in an 
organisation to check the quality of the finished products of a manufacturing unit.

2.5.6 Methods of Collecting Primary Data

2.5.6.1 Observation Method

In the observation method, the investigator asks no questions, but he simply observes 
the phenomenon under consideration, and records the necessary data. Sometimes indi-
viduals make the observation; on other occasions, mechanical and electronic devices do 
the job.

In the observation method, it may be difficult to produce accurate data. Physical diffi-
culties on the part of the observer may result in errors. Because of these limitations in the 
observation method, the questionnaire method is more widely used for collecting data. 
In the questionnaire method, the investigator draws up a questionnaire containing all the 
relevant questions which he wants to ask of his respondents and accordingly records the 
responses. The questionnaire method may be conducted through personal interview or by 
mail or telephone.

2.5.6.2 Personal Interviews

In this method, the interviewer sits face-to-face with the respondent and records his 
responses. The information is likely to be more accurate and reliable because the inter-
viewer can clear up doubts and cross-check the respondents. This method is time-consum-
ing and can be very costly if the number of respondents is large and widely distributed.

2.5.6.3 Questionnaire Method

In this method, a list of questions (questionnaire) is prepared and mailed to respondents. 
The respondents are expected to fill in the questionnaire and send it back to the investi-
gator. Sometimes, mail questionnaires are placed in respondents’ hands through other 
means, such as attaching them to consumer products or putting them in newspapers or 
magazines. This method can be easily adopted where the field of investigation is very 
vast and the respondents are spread over a wide geographical area. But it can only be 
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adopted where the respondents are literate and can understand written questions and 
answer them.

2.5.6.3.1 Telephone

In this method, the investigator asks the relevant questions of the respondents over the 
telephone. This method is less expensive, but it has limited application since only those 
respondents can be interviewed who have telephone; moreover, very few questions can be 
asked over the telephone.

The questionnaire is a very efficient and fast method of collecting data. But it has very 
serious limitations, as it may be extremely difficult to collect data on certain sensitive 
aspects, such as income, age or personal life details, which the respondents may not be 
willing to share with the investigator. This is so with other methods also; different people 
may interpret the questions differently, and consequently, there may be errors and inac-
curacies in data collection.

2.5.6.3.2 Designing a Questionnaire

The success of collecting data through a questionnaire depends mainly on how skilfully 
and imaginatively the questionnaire has been designed. A badly designed questionnaire 
will never be able to gather the relevant data. In designing the questionnaire, some of the 
important points to be kept in mind are given here.

 1. Cover letter. Every questionnaire should contain a cover letter. The cover let-
ter should highlight the purpose of the study and assure the respondent that 
all responses will be kept confidential. It is desirable that some inducement or 
motivation is provided to the respondent for better responses. The objectives of 
the study and questionnaire design should be such that the respondent derives a 
sense of satisfaction through his or her involvement.

 2. Number of questions should be kept to a minimum. The fewer the questions, 
the greater the chances of getting a better response and of having all the ques-
tions answered. Otherwise, the respondent may feel disinterested and provide 
inaccurate answers, particularly towards the end of the questionnaire. Informing 
the questions, the investigator has to take into consideration several factors, such 
as the purpose of study, time and resources available. As a rough indication, the 
number of questions should be from 21 to 47. If the number of questions is more 
than 21, it is desirable that the questionnaire be divided into various parts to 
ensure clarity.

 3. Questions should be simple, short and unambiguous. The questions should be 
simple, short, easy to understand and such that their answers are unambiguous. 
For example, if the question is ‘Are you literate?’ the respondent may have doubts 
about the meaning of literacy. To some, literacy may mean a university degree, 
whereas to others, even the capacity to read and write may mean literacy. Hence, it 
is desirable to specify whether you have passed (a) high school, (b) graduation or 
(c) post-graduation.

  Questions can be of a yes/no type or multiple choice, depending on the require-
ment of the investigator. Open-ended questions should generally be avoided.

 4. Questions of a sensitive or personal nature should be avoided. The questions 
should not be such as would require the respondent to disclose any private, per-
sonal or confidential information. For example, questions relating to sales, profits, 



24 Quantitative Techniques in Business, Management and Finance

marital happiness and so forth should be avoided as far as possible. If such ques-
tions are necessary in the survey, an assurance should be given to the respondent 
that the information provided will kept strictly confidential and will not be used 
at any cost to their disadvantage.

 5. Answers to questions should not require calculations. The questions should be 
framed in such a way that their answers do not require any calculations.

 6. Logical arrangement. The questions should be logically arranged so that there is 
a continuity of responses and the respondent does not feel the need to refer back 
to the previous questions. It is desirable that the questionnaire should begin with 
some introductory questions, followed by vital questions crucial to the survey, 
and ending with some light questions so that the overall impression of the respon-
dent is a good one.

 7. Cross-check and footnotes. The questionnaire should contain some questions 
which act as a cross-check to the reliability of the information provided. For exam-
ple, when a question relating to income is asked, it is desirable to include the ques-
tion ‘Are you an income tax payee?’

2.6 Data Presentation Devices

2.6.1 Tables

In tables, the data is classified based on observation time and magnitude, or some other 
characteristics of the variable.

2.6.2 Tabulation

This is the logical listing of related quantitative data in vertical columns and horizontal 
rows with

 1. Sufficient explanatory and qualifying words
 2. Phrases and statements in the form of titles
 3. Headings and explanatory notes – to make clear the full meaning, context and 

origin of the data

2.6.3 Uses of Tabulation

 1. To summarise or condense data
 2. To help managers analyse the relationships and trend in the collected data
 3. To represent all the available data in the least possible space without losing its 

clarity

2.6.4 Objectives of Tabulation

 1. To condense complex data
 2. To show a trend
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 3. To display huge volumes of data in less space
 4. To be self-explanatory
 5. To highlight key characteristics of data
 6. To facilitate comparison of data elements
 7. To help decision making using statistical methods
 8. To serve as a reference for future decisions

2.6.5 Parts of an Ideal Table

 1. Table number – identity
 2. Title – idea about the nature of data
 3. Captions – headings of vertical column(s) that explain the mode of classification, 

such as
 a. Time
 b. Quantity
 c. Region
 4. Stubs – headings explaining the basis for classifying the rows
 5. Body – where row and column headings (captions and stubs) explain the data
 6. Footnote – other information to explain the data
 7. Source – source of information

2.7 Graphs

These are pictorial representation of the data. They are a non-quantitative form of presen-
tation. The quantities are also indicated along with them. The magnitude of the data is 
depicted visually through the proportional size of the diagram or graph.

Here, the collected data is represented by various types of geometrical devices, such as 
points, lines, bars, multi-dimensional figures and pictorials. Graphs, maps and charts are 
drawn to ‘scale’ to give accurate data to managers.

2.7.1 Types of Graphs or Charts

Line charts, bar charts and pie charts are all examples of graphs.

2.7.1.1 Rules for Constructing the Line Graph

 1. Place time on the x-axis (horizontal) and the variable on the y-axis (vertical). The 
unit of time in which the variable under consideration is measured should be 
clearly stated in the title.

 2. Begin the y-axis with zero and select a suitable scale so that the entire data is 
accommodated in the space available. On the arithmetic scale, equal magnitude 
must be represented by equal distances.
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  This requirement is true for both the x-axis and y-axis, but for each separately.
 3. Corresponding to the time factor, plot the value of the variable and join the vari-

ous points by straight lines (and not with curves). The main points on the graph 
should not be indicated by circles or crosses; rather, dots should be used so that 
they disappear into line.

 4. Join the various points with straight lines, not curves.
 5. If on one graph more than one variable is shown, they should be distinguished by 

the use of thick or thin dotted lines or different colours.
  Every graph should be given a suitable title.
 6. Lettering on the graph, that is the indication of years, units and so forth, should be 

done horizontally and not vertically.

2.7.1.2 Bar Chart

Business and statistical data can be presented through bar charts. Bar charts are one-
dimensional because the magnitude of the data is represented by the length of the bar. 
Bar charts consist of a group of equidistant rectangular bars, each representing one class 
interval of a given data in the table. The width of the bar has no relevance; only the length 
of the bar is important (Figure 2.1).

2.7.1.2.1 Types of Bar Chart

 1. Vertical bar chart
 2. Horizontal bar chart
 3. Multiple bar diagram or compound bar diagram

2.7.1.2.2 Guidelines for Constructing a Bar Chart

 1. The length of the bars should be proportionate to the data they represent.
 2. All bars should rise from the same baseline.
 3. Uniformity in the width of the bars need not be maintained, as width is irrelevant 

in a bar chart.
 4. The scale should be selected depending on the highest value in the table.
 5. The scale should be arranged from left to right.
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FIGURE 2.1
Bar chart.
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 6. The gaps between the bars should be uniform.
 7. The bars should be arranged from left to right.
 8. Mention the (magnitude) figure on the bar to enable the manager to see the 

magnitude at a glance.

Exercise

A company shows the export and import values for four consecutive years between 
2005 and 2008. Draw a compound bar chart showing the export/import values by put-
ting the year on the x-axis and export/import values on the y-axis (Figure 2.2).

2.7.1.3 Pie Diagram

A pie diagram is a circle which is divided into various segments, and each segment repre-
sents the percentage contribution of the various components to the total. Managers use it 
to compare many components simultaneously.

2.7.1.3.1 Steps for Drawing a Pie Diagram

Express the value of each category as a percentage of the total (360˚) in a circle representing 
the whole (i.e. 100%).

Exercise

Present the following data on a pie diagram (Table 2.3 and Figure 2.3).
Formula:

  

Degree of each part Part 360 Total

Part 3.6

= ×

= ×

/
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Import

FIGURE 2.2
Compound bar chart.

TABLE 2.3

Data of Share in Five Classes

Class A B C D E Total

Share (%) 70 30 10 5 5 120
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2.8 Frequency Distribution

Frequency distribution is the table in which raw data is tabulated, by dividing it into 
classes of convenient size and computing the number of data elements falling within each 
pair of class boundaries.

It is a tabular form that organises data into classes, that is groups of values having the 
same characteristics of data.

Example 2.1: Need for Frequency Distribution

The raw data relating to the ages of 30 employees of a statistics department are as shown 
in Table 2.4.

The ages given in Table 2.4 are in an arbitrary manner. It is very difficult for the human 
resources manager to grasp any trend from the raw data. Logical arrangement of the 
data is necessary to compress the data and help the manager see to which age group an 
employee belongs and what the frequency of each age group is.

2.8.1 Discrete Frequency Distribution

The process of preparing a frequency distribution is very simple. In the case of discrete 
data, place all possible values of the variable in ascending order in one column, and then 
prepare another column of ‘tally’ marks to count the number of times a particular value of 
the variable is repeated. To facilitate counting, blocks of five tally marks are prepared and 
some space is left in between the blocks. The frequency column refers to the number of 
tally marks a particular class will contain. To illustrate the construction of a discrete fre-
quency distribution, consider a sample study in which 46 families were surveyed to find 
the number of children per family. The data obtained are

2 3 4 2 4 5 4 3 5 6 4 3 4 5 6 4 3 4 2 4 5 7 4
2 4 5 6 4 4 4 5 6 4 5 7 4 5 7 5 6 6 7 1 6 6

TABLE 2.4

Ages of 30 Employees of a Statistics Department

26 37 36 27 43 32 31 27 37 47
47 27 33 27 32 47 46 47 32 32
37 27 32 33 47 27 37 44 34 47

61%
26%

9% 4%

A B

C D

FIGURE 2.3
Pie diagram.
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To condense this data into a discrete frequency distribution, we use tally marks, as 
shown in Table 2.5.

2.8.2 Continuous Frequency Distribution

In constructing the frequency distribution for continuous data, it is necessary to clarify 
some of the important terms that are frequently used.

Class: A group of objects with a common property.
Class frequency: The number of observations falling within a particular class is called 

its class frequency or simply frequency. Total frequency (sum of all the frequencies) indi-
cates the total number of observations considered in a given frequency distribution.

Class interval: The class interval represents the width (span or size) of a class. The width 
may be determined by subtracting the lower limit of one class from the lower limit of the 
following class (alternatively, successive upper limits may be used). For example, if the 
two classes are 10–20 and 20–30, the width of the class interval would be the difference 
between the two successive lower limits, that is 20 – 10 = 10, or the difference between the 
upper limit and lower limit of the same class, that is 20 – 10 = 10.

Class limits: The range of values of a given class. Class limits denote the lowest and 
highest values that can be included in the class. The two boundaries (i.e. lowest and high-
est) of a class are known as the lower limit and the upper limit of the class. For example, in 
the class 50–60, 50 is the lower limit and 60 is the upper limit, or we can say that there can 
be no value in that class which is less than 50 and more than 60.

Class mark: The middle of a class interval. Frequency distributions can be constructed 
with classes of qualitative attributes.

Class midpoint: The sum of two successive lower limits divided by 2. Therefore, it is the 
value lying halfway between the lower and upper class limits. In the example taken above, 
the midpoint would be (10 + 20)/2 = 15 corresponding to the class 10–20.

2.8.2.1 Types of Class Interval

 1. Exclusive method. The class intervals are so arranged that the upper limit of one 
class is the lower limit of the next class.

 2. Inclusive method. In this method, the upper limit of one class is included in that 
class itself. The following examples illustrate this point.

TABLE 2.5

Frequency Distribution Table

No. of Children No. of Families (Tally Marks) Frequency

7 |||| 4
6 |||| ||| 8
5 |||| |||| 9
4 |||| |||| |||| 15
3 |||| 4
2 |||| 4
1 || 2
Total 46
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 3. Open-ended. In an open-ended distribution, the lower limit of the very first class 
and upper limit of the last class are not given. Where there is a big gap between 
the minimum and maximum values, the open-ended distribution can be used, 
such as in income distributions. The income disparities of residents of a region 
may vary between Rs. 100 and Rs. 10,000 per month. In such a case, we can form 
classes like less than Rs. 1000, 1000–2000, 2000–3000, 3000–4000 and 4000 and 
above.

 
Correction factor

Lower limit of second class Upper limit of the fi= − rrst class
2

2.8.2.2 Selection of Class Intervals

The number of classes should not be too small or too large. However, there is no hard-and-
fast rule about it. If the number of observations is smaller, the number of classes formed 
should be towards the lower side of this limit, and when the number of observations 
increases, the number of classes formed should be towards the upper side of the limit. If 
possible, the widths of the intervals should be numerically simple. It is desirable to have 
classes of equal width. However, in the case of distributions having a wide gap between 
the minimum and maximum values, classes with an unequal class interval can be formed, 
like with income distribution.

The class interval should be determined after taking into consideration the minimum 
and maximum values and the number of classes to be formed.

2.8.3 Cumulative Frequencies

Cumulative frequencies cumulate the frequencies, starting at either the lowest or the high-
est value. The cumulative frequencies of a given class interval thus represent the total of all 
the previous class frequencies, including the class against which it is written.

2.8.4 Relative Frequencies

Very often, the frequencies in a frequency distribution are converted to relative frequen-
cies to show the percentage for each class. If the frequency of each class is divided by the 
total number of observations (total frequency), then this proportion is referred to as rela-
tive frequency.

2.9 Histogram

A histogram is a series of rectangles, the width of each being proportional to the range of 
values within a class and the height being proportional to the number of items falling in 
the class. While constructing the histogram, the variable is always placed on the x-axis 
and the frequencies depending on it on the y-axis. The distance for each rectangle on the 
x-axis shall remain the same in case the class intervals are uniform throughout. The y-axis 
represents the frequencies of each class, which constitute the height of its rectangle.
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When class intervals are equal, place frequency on the y-axis and the variable on the 
x-axis and construct adjacent rectangles. In such a case, the height of the rectangles will 
be proportional to the frequencies. When the class intervals are unequal, a correction for 
unequal class interval must be made.

When the widths of classes in a frequency distribution are equal, the widths of the bars 
are uniform. The length of the bar is proportionate to the number of data elements in the 
class it represents.

Exercise

Draw the histogram for the data in Table 2.6 (Figure 2.4).

2.9.1 Relative Frequency Histogram

When a histogram is constructed using relative frequency, it is called a relative frequency 
histogram. It represents the relative size of each class with the total.

TABLE 2.6

Data of Sales in Rupees Ten Thousand in Factories

Sales (Rs. in Thousands) No. of Factories Sales (Rs. in Thousands) No. of Factories

10–20 10 50–60 70
20–30 20 60–70 50
30–40 30 70–80 20
40–50 100 80–90 5
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Histogram.
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2.9.2 Absolute Histogram

This represents the number of data items.

Example 2.2: Educational Qualification of 200 Employees

See Table 2.7.

2.9.3 Difference between a Relative Frequency Histogram and an Absolute Histogram

See Table 2.8 for the differences between a relative frequency histogram and an absolute 
histogram.

2.10 Frequency Polygon

A frequency polygon is a graph of the frequency distribution. It has more than four sides. 
It is particularly effective in comparing two or more frequency distributions.

 1. We may draw a histogram of the given data and then join by straight lines the 
midpoints of the upper horizontal side of each rectangle with the adjacent ones. 
The figure so formed is called a frequency polygon.

TABLE 2.7

Data of Educational Qualification of 200 Employees

Qualification Frequency Relative Frequency

SSC 15 0.075
HSC 13 0.065
BCom 20 0.100
BA 53 0.265
BE 50 0.250
BSc 26 0.130
BBA 23 0.115
Total 200 1.000

TABLE 2.8

Relative Frequency Histogram vs. an Absolute Histogram

Relative Frequency Histogram Absolute Histogram

 1. When a histogram is constructed using 
relative frequency, it is called a relative 
frequency histogram.

 1. When a histogram is constructed using 
absolute frequency, it is called an absolute 
histogram.

 2. The scale of the y-axis is the number of 
observations in each class as a fraction of 
the total number of observations.

 2. The scale of the y-axis is the absolute 
number of observations in each class.

 3. The relative frequency histogram shows the 
relative size of each class with the total.

 3. The absolute histogram represents the 
number of data items.



33Arranging Data

 2. Another method of constructing a frequency polygon is to take the midpoints 
of the various class intervals and then plot the frequency corresponding to each 
point and join all these points by straight lines.

  A frequency polygon represents graphically both simple and relative frequency 
distributions. For constructing a frequency polygon, the frequencies are marked 
on the y-axis. The values of variables are placed on the x-axis. Dots are put on the 
graph against the class marks to represent the frequencies. These dots are con-
nected by drawing straight lines, forming a frequency polygon.

Exercise

Draw the frequency polygon for the data in Table 2.6 (Figure 2.5).

2.11 Frequency Curve

When the straight lines are smoothed by adding classes and data points, this is called a 
frequency curve. The number of classes and observations is increased, and the dots are 
connected by curves, to get a frequency curve. A smoothed frequency curve can be drawn 
through the various points of the polygon. The curve is drawn freehand in such a manner 
that the area included under the curve is approximately the same as that of the polygon.

Exercise

Draw the frequency curve for the data of Table 2.6 (Figure 2.6).
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2.12 Cumulative Frequency Distribution

This is a tabular display of data showing how many observations lie above or below certain 
values, rather than simply showing the number of items within intervals.

2.12.1 Ogive or Cumulative Frequency Curve

An ogive is the graphical presentation of a cumulative frequency distribution, and there-
fore when the graph of such a distribution is drawn, it is called a cumulative frequency 
curve or ogive.

2.12.1.1 Less than Ogive

In the ‘less than’ method, we start with the upper limits of the classes and add the frequen-
cies. When these frequencies are plotted, we get a rising curve. Here, the upper limits of 
the various classes are placed on the x-axis and the frequencies obtained by the process of 
cumulating the preceding frequencies on the y-axis. By joining these points, we get less 
than ogive.

Exercise

Draw a less than ogive for the data in Table 2.9.
The less than ogive curve is shown in Figure 2.7.
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2.12.1.2 More than Ogive

In the `more than’ method, we start with the lower limits of the classes and from the total 
frequencies we subtract the frequency of each class. When these frequencies are plotted, 
we get a declining curve. More than ogive can be drawn by taking the lower limits on the 
x-axis and the cumulative frequency on the y-axis. By joining these points, we get more 
than ogive (Table 2.10).

The more than ogive curve is shown in Figure 2.8.

TABLE 2.9

Data of Sales in Rupees Thousand in Factories

Sales (Rs. in Thousands) No. of Factories Sales (Rs. in Thousands) No. of Factories

10–20 10 <20 10
20–30 20 <30 30
30–40 30 <40 60
40–50 40 <50 100
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FIGURE 2.7
Less than ogive.

TABLE 2.10

Data of Sales in Rupees Thousand in Factories

Sales (Rs. in Thousands) No. of Factories Sales (Rs. in Thousands) No. of Factories

10–20 10 >10 100
20–30 20 >20 80
30–40 30 >30 50
40–50 40 >40 10
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The shape of a less than ogive curve would be a rising one, whereas the shape of a more 
than ogive curve should be a falling one.

2.13 Skewness and Kurtosis

These are the two characteristics of data sets. They provide useful trends and patterns in 
the data, represented as frequency distribution curves.

2.13.1 Skewness

Skewness is the extent to which a distribution of data points is concentrated at one end or 
the other, or the lack of symmetry in the curve.

2.13.1.1 Symmetrical Curves

A curve is said to be symmetrical when a vertical line drawn from the centre of the curve 
to the x-axis divides the area under the curve into equal parts.

2.13.1.2 Skewed Curve

A curve is said to be skewed when the values in the frequency distribution are concen-
trated more towards the left or right side of the curve, that is the values are not equally 
distributed from the centre of the curve.
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2.13.1.3 Positively Skewed Curve

A curve is said to be positively skewed when the tail of the curve is more stretched towards 
the right side.

2.13.1.4 Negatively Skewed Curve

A curve is said to be negatively skewed when the tail of the curve is more stretched towards 
the left side.

2.13.2 Kurtosis

Kurtosis is the degree of peakness of a distribution of points; that is it measures the peak-
edness of a distribution. Two curves with the same central location and dispersion may 
have different degrees of kurtosis, that is curves with different Kurtosis but the same cen-
tral location.

2.14 Summary

Statistical data is a set of facts expressed in quantitative form. The use of facts expressed as 
measurable quantities can help a decision maker to arrive at better decisions. Data can be 
obtained through a primary source or secondary source. When the data is collected by the 
investigator himself, it is called primary data. When the data has been collected by others, 
it is known as secondary data. A frequency distribution is the principal tabular summary 
of either discrete or continuous data. The frequency distribution may show actual, relative 
or cumulative frequencies. Actual and relative frequencies may be charted as a histogram, 
bar chart or frequency polygon. Two graphs of cumulative frequencies are less than ogive 
and more than ogive.

Presentation of data is provided through tables and charts.

REVIEW QUESTIONS

 1. Distinguish between primary and secondary data. Discuss the various methods 
of collecting primary data. Indicate the situations in which each of these methods 
should be used.

 2. Discuss the validity of the statement ‘A secondary source is not as reliable as a 
primary source’.

 3. Discuss the appropriateness of the methods of collecting data by
 a. Mailed questionnaire
 b. Personal interviews
 4. Explain the advantages of direct personal investigation compared with the other 

methods generally used in collecting data.
 5. Compare the different methods used in the collection of statistical data. Explain 

the importance of determining a statistical unit in the collection of data.
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 6. Discuss the various sources of secondary data. Point out the precautions to be 
taken while using such data.

 7. Explain what precautions must be taken while drafting a useful questionnaire.
 8. As the personnel manager in a particular industry, you are asked to determine 

the effect of increased wages on output. Draft a suitable questionnaire for this 
purpose.

 9. If you were to conduct a survey regarding smoking habits among students of a 
degree college, what method of data collection would you adopt? Give reasons for 
your choice.

 10. Explain the main points that you would keep in mind while editing primary data.
 11. Distinguish between primary source and secondary source of statistical data. 

What precautions would you take before using data from a secondary source?
 12. Discuss the validity of the statement ‘A secondary source is not as reliable as a 

primary source’.
 13. Define secondary data. State its chief sources and point out the dangers involved in 

its use and what precautions are necessary before using it.
 14. Describe the primary and secondary methods of collecting data. In what special 

circumstances are the two methods suitable?
 15. What do you understand by classification and tabulation? Discuss their importance.
 16. Explain the terms classification and tabulation. Point out their importance in a statis-

tical investigation. What precautions would you take in tabulating statistical data?
 17. Explain the general principles of classification of data for forming an empirical 

frequency distribution of one variable.
 18. What are the requisites of a good table? State the rules that serve as a guide in 

tabulating statistical material?
 19. What are the chief functions of tabulation? What precautions would you take in 

tabulating statistical data?
 20. Outline the considerations you will bear in mind in the construction of a fre-

quency distribution.
 21. Discuss the importance and drawbacks of diagrammatic representation of data. 

Discuss the usefulness of diagrammatic representation of facts.
 22. What are the merits and demerits of diagrammatic representation of statistical 

data? Write short notes on any three important methods used for diagrammatic 
representation.

 23. a.  What, in your opinion, are the tests of a good diagram?
 b. Discuss the merits and demerits of diagrammatic representation of statistical 

data.
 24. Explain briefly the purposes served by the diagrammatic representation of data.
 a. Charts or graphs are more effective in attracting attention than are any of the 

other methods of presenting data. Do you agree? Give reasons and illustrations.
 b. Diagrams help us visualise the whole meaning of a numerical complex at a 

single glance. Comment. What points should be taken into consideration while 
presenting a table diagrammatically?
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3
Measures of Central Tendency

3.1  Introduction

One of the most important objectives of statistical analysis is to get one single value that 
describes the characteristic of the entire mass of unwieldy data. Such a value is called 
the central value, or an ‘average’. The word average is very commonly used in day-to-day 
conversation. For example, we often talk of average students in a class, average height or 
weight, average income and so forth.

The objective here is to find one representative value which can be used to locate and 
summarise the entire set of varying values. This one value can be used to make many deci-
sions concerning the entire set. We can define measures of central tendency (or location) to 
find some central value around which the data tend to cluster.

3.2  Significance of Measures of Central Tendency

The significance is to get one single value that describes the characteristics of the entire 
group. The central value is measured by condensing the mass of data into one single value, 
enabling us to get a bird’s-eye view of the entire data. Thus, one value can represent thou-
sands, lakhs and even millions of values.

To facilitate comparison, the central value is measured by reducing the mass of data into 
one single figure, enable comparisons to be made. Comparison can be made either at time 
points or over a period of time. For example, we can compare the percentage results of the 
students of different colleges on a certain examination.

Measures of central tendency, that is considering the mass of data in one single value, 
enable us to get an idea of the entire data. For example, it is impossible to remember the 
individual incomes of millions of earning people of any country. But if the average income 
is obtained, we get one single value that represents the entire population.

Measures of central tendency also enable us to compare two or more sets of data to facili-
tate comparison. For example, the average sales figures of June may be compared with the 
sales figures of previous months.
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3.3  Properties of Good Measures of Central Tendency

A good measure of central tendency should possess, as far as possible, the following 
properties.

 1. Easy to understand
 2. Rigidly defined
 3. Mathematically expressed (have a mathematical formula)
 4. Readily comprehensible
 5. Calculated based on all observations
 6. Least affected by extreme fluctuations in sampling data
 7. Suitable for further mathematical treatment
 8. Simple to compute
 9. Uniquely defined

In addition to the above requisites, a good average should also retain a maximum 
number of characteristics of the data; it should be a nearest value to all the data ele-
ments. Averages should be calculated for homogenous data, that is ages, sales and 
so forth.

Below are some of the important measures of central tendency which are commonly 
used in business and industry.

 1. Mathematical averages
 a. Arithmetic mean
 b. Geometric mean
 c. Harmonic mean
 2. Positional averages
 a. Median
 b. Mode

Of the above, arithmetic mean, median and mode are the widely used averages. Figure 3.1 
shows the types of averages.

3.4  Arithmetic Mean

The arithmetic mean (AM) or mean is the simplest and most frequently used average. 
Arithmetic mean is represented by notation x  (read x-bar).

3.4.1  Calculating the Mean from Ungrouped Data

The mean x  of a collection of observations x x x1 2 n, , ,…  is given by
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where:
 x 	 = sample mean
 i	 = set of natural numbers
 xii

n
=∑ 1  = sum of values of all observations

 n	 = number of elements
	 ∑ indicates that the values of x are summed together

When the mean is calculated for the entire population, it is known as the population 
arithmetic mean (µ). n is the number of elements (observations) in the population. Then, 
µ =  ∑x n/ .

 1. Calculation of arithmetic mean – individual series

Exercise

The haemoglobin levels of the 10 women given here are 12.5, 13, 10, 11.5, 11, 14, 9, 7.5, 10 
and 12. Find the mean haemoglobin of the samples.

Solution

 
AM x( ) = + + …+ =12 5 13 10 12

10
11 05

. .
.

Arithmetic
mean
(AM)

Averages

Mathematical averages Positional averages

Geometric
mean
(GM)

Harmonic
mean
(HM)

Median
(Md)

Mode
(Mo)

FIGURE 3.1
Types of averages.



42 Quantitative Techniques in Business, Management and Finance

Example 3.1: Absentee List of Drivers of the Transport 
Department over a Span of 60 Days

Table 3.1 shows the absentee list of drivers of the transport department.

Solution

When a manager wants to know the average number of days a driver is on leave in 
60 days, he can calculate the mean of the ungrouped data as follows:

 

x
x

n

/

days per driver out of d

= = + + + + + + + + +

=

=

∑ 8 6 6 7 4 5 6 2 4 6
10

54 10

5 4 60. aays

Here, the mean is calculated by adding every observation separately in no set order. 
This is ungrouped data. One can calculate the mean using the above method for limited 
values. But the task becomes difficult while calculating average for vast data, say for 
5000 employees. In such cases, a frequency distribution of the data will be helpful to a 
manager, and the mean should be calculated using a different method.

Exercise

Find the mean for the following data:
2500, 2700, 2400, 2300, 2550, 2650, 2750, 2600, 2400

Solution

If we compute the arithmetic mean, then

 

X = + + + + + + + + +

=

2500 2700 2400 2300 2550 2650 2750 2450 2600 2400
10

253000
10

2530= Rs.

Therefore, the average monthly salary is Rs. 2530.

 2. Calculation of arithmetic mean – step deviation method

 
x A

d

N
= + ∑

TABLE 3.1

Absentee List of Drivers of the Transport Department

Driver 1 2 3 4 5 6 7 8 9 10
No. of days on leave 8 6 6 7 4 5 6 2 4 6



43Measures of Central Tendency

where:
x	 =	arithmetic mean
A	 =	assumed mean
∑d	=	sum of deviations
N	 =	number of items

Exercise

Find the mean heights of the students.

Heights (inches): 64 65 66 67 68 69 70 71 72 73
No. of students: 1 6 10 22 21 17 74 5 3 1

Solution

Let the assumed mean (A) = 68.
Table 3.2 shows the calculation of the arithmetic mean (deviation method).

 

x A
fdx

f

x

x

x

= +

= +

= +

=

∑
∑

68
13
100

68 0 13

68 13

.

.

 3. Calculation of arithmetic mean – continuous series (grouped data)

 

x
fx

f
= ∑

∑
TABLE 3.2

Calculation of Arithmetic Mean (Deviation Method)

Heights (inches) (x) No. of Students (f)
Deviation 

(dx = x – A = x – 68) fdx

64 1 –4 –4
65 6 –3 –18
66 10 –2 –20
67 22 –1 –22
68 (A) 21 0 0
69 17 1 17
70 14 2 28
71 5 3 15
72 3 4 12
73 1 5 5

N = ∑f = 100 ∑fdx = 13
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Exercise

Calculate the mean age of the group of people shown in Table 3.3.

Solution

Table 3.4 shows the calculation of the mean.

 
x

fx

f
= = =∑

∑
3762 5

135
27 87

.
.

Therefore, the mean age of the people in this group will be 27.87 years.

Example 3.2

The data in Table 3.5 relate to the monthly sales of 200 firms.

Solution

For calculation of the arithmetic mean, see Table 3.6.

TABLE 3.3

Number of People

Class Interval Age No. of People

15–20 15
20–25 20
25–30 40
30–35 60

TABLE 3.4

Calculation of Mean

Class Interval 
of Age No. of People (f) Midpoint

Lower Limit Upper Limit= +
2 fx

15–20 15 17.5 262.5
20–25 20 22.5 450
25–30 40 27.5 1100
30–35 60 32.5 1950

N = ∑f = 135 ∑fx = 3762.5

TABLE 3.5

Monthly Sales of 200 Firms

Monthly Sales 
(Rs. in Thousands)

No. of 
Firms

Monthly Sales 
(Rs. in Thousands) No. of Firms

300–350 5 550–600 25
350–400 14 600–650 22
400–450 23 650–700 7
450–500 50 700–750 2
500–550 52
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X

fx

N
= = =∑ 102000

200
510

Hence, the average monthly sales are Rs. 510.

 4. Step deviation method

 

x A
fd

f
i= + ×

′∑
∑

where:
 x	 =	arithmetic mean
 A	 =	assumed mean
	∑fd′	=	total of product of the step deviation and frequencies
	 ∑f =	total number of frequencies
 i	 =	common factor in x

Exercise

Calculate the mean for the following data:

Wages (Rs.): 0–10 10–20 20–30 30–40 40–50 50–60 60–70 70–80 80–90
Frequency: 1 4 10 22 30 35 10 7 1

Solution

Let the assumed mean (A) = 55.
See Table 3.7 for calculation of the mean.

TABLE 3.6

Calculation of Arithmetic Mean

Monthly Sales
(Rs. in Thousands) Midpoint (x) No. of Firms (f) fx

300–350 325 5 1,625
350–400 375 14 5,250
400–450 425 23 9,775
450–500 475 50 23,750
500–550 525 52 27,300
550–600 575 25 14,375
600–650 625 22 13,750
650–700 675 7 4,725
700–750 725 2 1,450

N = 200 ∑fx = 102,000
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= −
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∑

55
98

120
10

55 8 17

46 83

.

.

Merits of arithmetic mean

 1. Easy to calculate and simple to understand.
 2. Concept is familiar and clear to most people.
 3. Based on all the observations.
 4. Capable of further algebraic treatment.
 5. Not necessary to arrange the observation in ascending–descending order.
 6. It is rigidly defined.
 7. Every data set has one and only one mean.
 8. Provides a good basis for comparison. For example, if a manager wants to com-

pare the performance of salesmen of four different regions of the state, the arith-
metic average provides the correct basis for assessing the relative efficiency of the 
regions.

Demerits of arithmetic mean

 1. Highly affected by the extreme items. The mean of 2, 6 and 301 is 103, and none of 
the values are adequately represented by the mean 103.

 2. It may be affected by highly fluctuating values that are not far from other values 
of the group. Observe that if the units produced in a day by five workers are as 
shown in Table 3.8, the mean units produced per day is

TABLE 3.7

Calculation of Mean (Step Deviation Method)

Class Interval Frequency (f) Midvalue (x) dx = x – A d = dx ÷ 10 fd′

0–10 1 5 –50 –5 –5
10–20 4 15 –40 –4 –16
20–30 10 25 –30 –3 –30
30–40 22 35 –20 –2 –44
40–50 30 45 –10 –1 –30
50–60 35 55 (A) 0 0 0
60–70 10 65 10 1 10
70–80 7 75 20 2 14
80–90 1 85 30 3 3
N = ∑f = 120 ∑fd′= –98



47Measures of Central Tendency

	 µ =  ∑x/n = (22 + 23 + 21 + 24 + 4)/5 = 18.8 units

 When the mean units are calculated omitting the fifth worker (i.e. 5), the mean is 
22.5 units. Thus, one extreme value (4) has affected the mean. Hence, it is more 
appropriate to calculate the mean excluding the extreme value in order to make it 
more representative.

 3. In some cases, the arithmetic mean may give misleading impressions. For exam-
ple, the average number of patients admitted in a hospital is 9.8 per day. Here, the 
mean is useful information, but it does not represent the actual item.

 4. It is very difficult to find the actual mean (using µ = x/n∑ ).
 5. It can hardly be located by inspection.
 6. It cannot be calculated even if one value is missing.
 7. We cannot calculate the mean for a data set with open-ended classes at either end 

of the scale. A class that allows either the upper or lower end of a quantitative clas-
sification scheme to be limitless is called as open-ended class.

3.4.2  Mathematical Properties of Arithmetic Mean

Because the arithmetic is defined operationally, it has several useful mathematical proper-
ties. Some of these are as follows:

 1. The sum of deviations of the observations from the arithmetic mean is always 
zero. Symbolically, it is

 X X−( ) =∑ 0

  It is because of this property that the mean is characterised as a point of bal-
ance; that is the sum of positive deviations from mean is equal to the sum of the 
negative deviations from mean.

 2. The sum of squared deviations of the observations from the mean is minimum; 
that is the total of the squares of the deviations from any other value than the 
mean value will be greater than the total sum of squares of deviations from the 
mean. Symbolically,

 ∑ −( )X X is a minimum
2

 3. The arithmetic means of several sets of data may be combined into a single arith-
metic mean for the combined sets of data. For two sets of data, the combined arith-
metic mean may be defined as

TABLE 3.8

Number of Units Produced by Workers in 
a Day

Workers 1 2 3 4 5
Units 22 23 21 24 4
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where:
X12	=	combined mean of two sets of data
X1	 =	arithmetic mean of the first set of data
X2	 =	arithmetic mean of the second set of data
N1	 =	number of observations in the first set of data
N2	 =	number of observations in the second set of data

If we have to combine three or more than three sets of data, then the same formula can 
be generalised as

 
X

N X N X N X
N N N

123
1 1 2 2 3 3

1 2 3
… = + + +…

+ + +…

The arithmetic mean has the great advantages of being easily computed and readily 
understood. This is due to the fact that it possesses almost all the properties of good mea-
sures of central tendency. No other measure of central tendency possesses so many prop-
erties. However, the arithmetic mean has some disadvantages. The major disadvantage is 
that its value may be distorted by the presence of extreme values in a given set of data. A 
minor disadvantage is when it is used for open-ended distribution since it is difficult to 
assign a midpoint value to an open-ended class.

3.4.3  Weighted Arithmetic Mean

The weighted mean is calculated taking into account the relative importance of each of the 
values to the total value. Consider, for example, the manufacturing company in Table 3.9 
that employs three grades of labour (unskilled, semi-skilled and skilled) to produce two 
products. When the company wants to know the average cost of labour per hour for each 
product, the simple arithmetic average of the labour wage will be

 

x x n

/ Rs. /hour

= ( )
= + + =( )

∑
10 15 20 3 15

TABLE 3.9

Labour Capital Involved in Manufacturing Two Products

Class of Labour Wage per Hour (Rs.) (x)

Labour Hours per Unit

Product 1 Product 2

Unskilled 10 2 6
Semi-skilled 15 3 2
Skilled 20 5 1
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When the above average wage per hour is taken to calculate the labour cost of one unit 
of Product 1, the value would be 15 (2 + 3 + 5) = Rs. 150.

And, labour cost for one unit of Product 2 is 15 (6 + 2 + 1) = Rs. 135.
But when calculated using simple arithmetic averages, these values are incorrect, as 

they do not take into consideration the fact that different amounts of each class of labour 
are used. The correct value (cost per one unit) can be determined in the following manner:

For Product 1, the total labour cost per unit = (10 × 2) + (15 × 3) + (20 × 5)
  = Rs. 165
And, cost per hour = Rs. 165/(2 + 3 + 5)
 Rs. 16.5/hour
For Product 2, the total labour cost per unit = (10 × 6) + (15 × 2) + (20 × 1)
 = Rs. 110
And, cost per hour = Rs. 110/(6 + 2 + 1)
 = Rs. 12.22/hour

The arithmetic mean, as discussed earlier, gives equal importance (or weight) to each 
observation. In some cases, all the observations do not have the same importance. When 
this is so, we compute the weighted arithmetic mean. The weighted arithmetic mean can 
be defined as

 

X
WX

W
W = ∑

∑
where:

XW	=	 weighted arithmetic mean
W	 =	 weights assigned to the variable X

You are familiar with the use of weighted averages to combine several grades that are 
not equally important.

Exercise

Assume that the grades consist of one final examination and two midterm assignments. 
If each of the three grades is given a different weight, then the procedure is to multiply 
each grade (X) by its appropriate weight (W). If the final examination is 50% of the grade 
and each midterm assignment is 25%, then the weighted arithmetic mean is given as 
follows:

 

X
WX

W

W X W X W X
W W W

W = = + +
+ +

∑
∑

1 1 2 2 3 3

1 2 3

 
= + +

+ +
50 25 25

50 25 25
1 2 3X X X
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Suppose you got 80 on the final examination, 95 on the first midterm assignment and 
85 on the second midterm assignment; then

 
XW = ( ) + ( ) + ( )50 80 25 95 25 85

100

 
= + + = =4000 2375 2125

100
8500
100

85

Table 3.10 shows the calculation of the weighted arithmetic mean.

 

X
WX

W
W = = =∑

∑
8500
100

85

The concept of weighted arithmetic mean is important because the computation is 
the same as that used for averaging ratios and determining the mean of grouped data.

The weighted mean is especially useful in problems relating to the construction of 
index numbers.

3.5  Median

The median, as the name suggests, is the middle value of a series arranged in any order of 
magnitude.

A second measure of central tendency is the median. Median is that value which divides 
the distribution into two equal parts. Fifty percent of the observations in the distribution 
are above the value of median, and the other 50% of the observations are below this value. 
The median is the value of the middle observation when the series is arranged in order 
of size or magnitude. If the number of observations is odd, then the median is equal to 
one of the original observations. If the number of observations is even, then the median is 
the arithmetic mean of the two middle observations; for example if the incomes of seven 
persons are 1100, 1200, 1350, 1500, 1550, 1600 and 1800, then the median income would 
be Rs. 1500. Suppose one more person joins and his income is Rs. 1850; then the median 
income of eight persons would be

 
1500 1550

2
+

 = 1525

TABLE 3.10

Calculation of Weighted Arithmetic Mean

Grade (X) Weight (W) WX

Final examination 80 50 4000
First assignment 95 25 2375
Second assignment 85 25 2125

∑W = 100 ∑WX = 8500
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(Since the number of observations is even, the median is the arithmetic mean of the fourth 
and fifth persons.)

As it is distinct from the arithmetic mean, which is calculated from the value of every 
item in the series, it is called a positional average. The term position refers to the place of 
value in the series. The median is just the 50th percentile value below which 50% of the 
values in a sample fall. The object of median is therefore not merely to fix a value that shall 
be representative of a set, but also to establish a dividing line separating the higher from 
the lower values.

 1. It is especially useful in the case of open-ended classes since only the position and 
not the values of items must be known.

 2. It is not influenced by the magnitude of extreme deviations from it. For example, 
the median of 10, 20, 30, 40 and 50 would be 30, whereas the mean is 50. Hence, 
very often when extreme values are present in a set of observations, the median is 
a more satisfactory measure of the central tendency than the mean.

 3. It is not appropriate average in dealing with quantitative data, that is where ranks 
are given or there are other types of items that are not counted or measured but 
are scored.

3.5.1  Calculating the Median from Ungrouped Data

If the data set contains an odd number of items, the middle item of the array is the median. 
If there is an even number of items, the median is the average of the two middle items. If 
the total of the frequencies is odd, say n, the value of [(n + 1)/2]th item gives the median, 
and when the total of the frequencies is even, say 2n, then nth and (n + 1)th are two central 
items and the arithmetic mean of those two items gives the median.

If a group of N observations is arranged in ascending or descending order of magni-
tude, then the middle value is called the median of these observations.

The middle value divides the number of observations in the data into two equal 
parts.

It is also called the positional average.

 1. For individual observation

 
Median value of

N
item= +





1
2

Exercise

The following data gives the weight of seven people in pounds. What is the median of 
the data?

158, 167, 143, 169, 172, 146, 151

Solution

Table 3.11 shows computation of the median.
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Median value of
N

th item

Median value of th it

= +





= +





1
2

7 1
2

eem

th items= =8
2

4

Therefore, the fourth item corresponds to 158.
Thus, the median = 158.

 2. Calculation of median – discrete series (ungrouped data)

Exercise

Calculate the median for the following:

Income/day (xi): 100 150 200 250 300 350
No. of households (fi): 05 19 03 11 06 09

Solution

Table 3.12 shows calculation of the median.

TABLE 3.11

Computation of Median

Serial No. Size of Items, Ascending Order (xi) Size of Items, Descending Order (xi)

1 143 172
2 146 169
3 151 167
4 158 ←	Median → 158
5 167 151
6 169 146
7 172 143

TABLE 3.12

Calculation of Median

xi fi c.f.

100 05 05
150 19 05 + 19 = 24
200 ← median 03 24 + 03 = 27 ← C.f. of median
250 11 27 + 11 = 38
300 06 38 + 06 = 44
350 09 44 + 09 = 53

N = ∑fi = 53
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Now, 

 

Median size of
N

th item

size of th item

th

= +





= +





=

1
2

53 1
2

27 iitem

27th item corresponds to c.f. 27 for the value 200 of xi.
So, median = 200.

Exercise

Find the median of the following:

Xi: –1 2 3 4 5 6
fi: –7 12 17 19 21 24

Solution

Calculation of the median is shown in Table 3.13.
Now,

 

Median size of
N

th item

size of th item

siz

= +





= +





=

1
2

100 1
2

ee of th item50 5.

50.5 lies in c.f. 55 for the value 4.
So, median = 4.

TABLE 3.13

Calculation of Median

xi fi c.f.

1 7 7
2 12 19
3 17 36
4 ← median 19 55 ← c.f. of median

5 21 76
6 24 100

N = ∑fi = 100
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 3. Calculation of median – continuous series (grouped data)

 

Median M l
N

c f

f
i( ) = + −











×2
. .

where:
M	=	 median
N	 =	 total frequency
c.f.	=	 cumulative frequency of the class proceeding the median class
i	 =	 width of the median class
f	 =	 frequency of the median class
l	 =	 lower limit of the median class

Exercise

Calculate the median of the following:

Income/day (xi): 100–150 150–200 200–250 250–300 300–350 350–400
No. of households (f): 05 19 03 11 06 09

Solution

Calculation of the median is shown in Table 3.14.
Now,

 

Median size of
N

th item

size of th item

th

= +





= +





=

1
2

53 1
2

27 iitem

27 lies in c.f. 27 for the value 200–250.
So, median class = 200–250.

TABLE 3.14

Calculation of Median

xi fi c.f.

100–150 05 05
150–200 19 05 + 19 = 24 ← c.f. of the class preceding median class

200–250 ← median 03 ← f 24 + 03 = 27 ← c.f. of median
250–300 11 27 + 11 = 38
300–350 06 38 + 06 = 44
350–400 09 44 + 09 = 53

N = ∑fi = 53
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Hence,

 

M l
N

c f

f
i

M

= +












×

= + −





×

=

2

200
26 5 24

3
50

241 66

– . .

.

.

Therefore, the median is 241.66.

Merits of median

 1. The median is not strongly affected by the extreme or abnormal values. Hence, 
median is a better average than mean.

 2. It is useful in the case of open-ended and unequal classes.
 3. It can be located by inspection.
 4. It can be determined graphically.
 5. It is defined rigidly.
 6. The median is easy to understand, and it can be computed from any kind of data 

(even for grouped data with open-ended classes, but excluding the case when the 
median falls in the open-ended class).

 7. The median can also be calculated for qualitative data.

Demerits of median

 1. It is a time-consuming process, as it is required to arrange the data before calculat-
ing the median.

 2. It is not based on all observations.
 3. It is not capable of further algebraic treatment.
 4. It is affected more by sampling fluctuations.
 5. It is difficult to compute the median for a data set with a large number of observa-

tions. Therefore, to find an estimate of a large population, mean is easier to use 
than median.

3.5.2  Mathematical Properties of Median

The important mathematical property of the median is that the sum of the absolute devia-
tions about the median is a minimum. In symbols, ∑│X – Median│ = a minimum.

Although the median is not as popular as the arithmetic mean, it does have the advan-
tage of being both easy to determine and easy to explain.

As illustrated earlier, the median is affected by the number of observations rather than 
the values of the observations; hence, it will be less distorted as a representative value than 
the arithmetic mean.

An additional advantage of median is that it may be computed for an open-ended 
distribution.



56 Quantitative Techniques in Business, Management and Finance

The major disadvantage of median is that it is a less familiar measure than the arithme-
tic mean. However, since median is a positional average, its value is not determined by 
each and every observation. Also, median is not capable of algebraic treatment.

3.6  Quantiles

Quantiles are the related positional measures of central tendency. These are useful and 
frequently employed measures of non-central locations. The most familiar quantiles are 
the quartiles, deciles and percentiles.

3.6.1  Quartiles

Quartiles are those values which divide the total data into four equal parts. Since three 
points divide the distribution into four equal parts, we will have three quartiles. Let us 
call them Q1, Q2 and Q3. The first quartile, Q1, is the value such that 25% of the observations 
are smaller and 75% of the observations are larger. The second quartile, Q2, is the median; 
that is 50% of the observations are smaller and 50% of the observations are larger. The 
third quartile, Q3, is the value such that 75% of the observations are smaller and 25% of the 
observations are larger.

For grouped data, the following formulae are used for quartiles:

 
Q L

j
N

pcf

f
i for jj = +

−
× =4 1 2 3, ,

where:
L	 =	 lower limit of the quartile class
pcf	 =	 preceding cumulative frequency to the quartile class
f	 =	 frequency of the quartile class
i	 =	 size of the quartile class

3.6.2  Deciles

Deciles are those values which divide the total data into 10 equal parts. Since nine 
points divide the distribution into 10 equal parts, we will have nine deciles denoted by

, , ,D D D1 2 9… .
For grouped data, the following formulae are used for deciles:

 
D L

k
N

pcf

f
i for kk = +

−
× = …10 1 2 9, , ,

where the symbols have the usual meaning and interpretation.

3.6.3  Percentiles

Percentiles are those values which divide the total data into 100 equal parts. Since 99 points 
divide the distribution into 100 equal parts, we shall have 99 percentiles denoted by
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 P P P1 2 99, , ,…

For grouped data, the following formulae are used for deciles:

 
P L

I
N

pcf

f
i for II = +

−
× = …100 1 2 99, , ,

Exercise

The grouped data in Table 3.15 relate to the profits of 100 companies during the year 
1987–1988.

Calculate Q1, Q2 (median), D6 and P90 from the given data and interpret these values.

Solution

The calculation of Q1, Q2, D6 and P90 is shown in Table 3.16.

Q1 = size of (N/4)th observation = (100/4) 25th observation

which lies in the class 40–50.

 
Q L

N
pcf

f
i1

4 40
25 12

18
10 40 7 22 47 22= +

−
× = + − × = + =. .

TABLE 3.15

Profits of 100 Companies

Profits (Rs. in Lakhs) No. of Companies Profits (Rs. in Lakhs) No. of Companies

20–30 4 60–70 15
30–40 8 70–80 10
40–50 18 80–90 8
50–60 30 90–100 7

TABLE 3.16

Calculation of Q1, Q2, D6 and P90

Profit (Rs. in Lakhs) No. of Companies (f) c.f.

20–30 4 4
30–40 8 12
40–50 18 30
50–60 30 60
60–70 15 75
70–80 10 85
80–90 8 93
90–100 7 100
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This value of Q1 suggests that 25% of the companies earn an annual profit of Rs. 47.22 
lakh or less.

Median or Q2 = size of (N/2)nd observation = 100/2th observation = 50th observation

which lies in the class 50–60.

 
Q L

N
pcf

f
i2

2 50
50 30

30
10 50 6 67 56 67= +

−
× = + − × = + =. .

This value of Q2 (or median) suggests that 50% of the companies earn an annual profit 
of Rs. 56.67 lakh or less, and the remaining 50% of the companies earn an annual profit 
of Rs. 56.67 lakh or more.

D6 = size of (6N/10)th observation = (6*100/10) the observation = 60th observation

which lies in the class 50–60.

 
D L

N
pcf

f
i6

6
10 50

60 30
30

10 50 10 60= +
−

× = + − × = + =

Thus, 60% of the companies earn an annual profit of Rs. 60 lakh or less and 40% of 
companies earn Rs. 60 lakh or more.

P90 = size of (90N/100)th observation = (90*100/100)th observation = 90th observation

which lies in the class 80–90.

 
P L

N
pcf

f
i90

90
100 80

90 85
10

10 80 5 85= +
−

× = + − × = + =

This value of 90th percentiles suggests that 90% of the companies earn an annual 
profit of Rs. 85 lakh or less and 20% of companies earn Rs. 85 lakh or more.

3.7  Mode

It is the value which has the highest frequency in the data. Mode is defined as the value 
of the variable which occurs most frequently in the data set. The mode of the distribu-
tion is around which the items tend to be most heavily concentrated. It is denoted by 
Z or Mo.

The mode is the typical or commonly observed value in a set of data. It is defined as the 
value which occurs most often or with the greatest frequency. The dictionary meaning of 
the term mode is ‘most usual’. For example, in the series of numbers 3, 4, 5, 5, 6, 7, 8, 8, 8 and 
9, the mode is 8 because it occurs the maximum number of times.
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 1. Calculation of mode – individual series

Exercise

Calculate mode for data on the amount of sugar purchases by people from a shop:

 3, 1, 7, 4, 1, 2, 5, 3, 4, 6, 5, 5, 4, 4, 3, 5, 2, 4

Solution

Calculation of mode is shown in Table 3.17.
Therefore, the item 4 occurs the maximum number of times, that is 5.
Thus, mode = 4.

NOT E: When there are two or more values having the same maximum frequency, the 
mode is said to be ill-defined. Such a series is also known as bi-model or multi-model.

Exercise

Calculate mode from the following data of marks obtained by 10 students:

 10, 27, 24, 12, 27, 27, 20, 18, 15, 30

Solution

Calculation of mode is shown in Table 3.18.
Therefore, item 27 occurs the maximum number of times, that is 3.
Thus, the modal marks are 27.

 2. Calculation of mode – continuous series (grouped data)

Calculating the mode from ungrouped data

Table 3.19 shows the weights of 18 workers of an organisation. The mode is 68, as it repeats 
five times (more than other values).

TABLE 3.17

Calculation of Mode

Size of Item
Number of Times It 

Occurs (Tally Marks)
Frequency

(fi)

1 || 2
2 || 2
3 ||| 3
Mode → 4 |||| 5
5 |||| 4
6 | 1
7 | 1

N = ∑fi = 18
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M or Z L

f f
f f f

io = + −
− −

×0 1

0 1 22

where:
L	 =	 lower limit of the modal class
f0	 =	 frequency of modal class
f1	 =	 frequency of the class preceding the modal class
f2	 =	 frequency of the class succeeding the modal class
i	 =	 width of the class interval

Exercise

Identify the mode in the following frequency table:

Income/day (xi): 100–150 150–200 200–250 250–300 300–350 350–400
No. of households (fi): 05 19 03 11 06 09

Solution

Here, by inspection

 f f f0 1 219 5 3= = =, ,

The class interval (150–200) has the maximum frequency, that is 19.
Therefore, the modal class is 150–200.
Now,

 
M L

f f
f f f

io = + −
− −

×0 1

0 1 22

TABLE 3.18

Calculation of Mode

Size of Item Tally Marks Frequency (fi)

10 | 1
12 | 1
15 | 1
18 | 1
20 | 1
24 | 1
27 ||| 3
30 | 1

N = ∑fi = 10

TABLE 3.19

Weights of 18 Workers

58 60 62 56 59 56 68 68 70
68 58 59 60 69 68 68 63 61
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= + −

( ) − −
× =150

19 5
2 19 5 3

50 173 33.

Hence, the mode is 173.33.

Merits of mode

 1. Mode can be used as a central location for qualitative as well as quantitative data.
 2. It is not affected by extreme values. It can also be used even when the classes are 

open-ended.
 3. It is usually an actual value, as it occurs most frequently in the series.
 4. Its value can be determined graphically.

Demerits of mode

 1. At times, a data set contains no value that occurs more than once. Further, all val-
ues in a data set might occur an equal number of times; that is all items have the 
same frequency.

 2. It cannot always be determined, as some data sets contain two, three or many 
modes, making it difficult to interpret them.

 3. It is not based on all observations.
 4. It is not capable of further algebraic treatment.

3.8  Relationship among Mean, Median and Mode

A distribution in which mean, median and mode coincide is known as a symmetrical (bell-
shaped) distribution. If a distribution is skewed (i.e. not symmetrical), then mean, median 
and mode are not equal. In a moderately skewed distribution, a very interesting relation-
ship exists among mean, median and mode. In such type of distributions, it can be proved 
that the distance between the mean and median is approximately one-third of the distance 
between the mean and mode. This is shown below for two types of such distributions.

In the case of a symmetrical distribution, the mean, median and mode coincide. 
However, according to Karl Pearson, if the distribution is moderately asymmetrical, the 
mean, median and mode are related in the following manner:

 Mean – Median = (Mean – Mode)/3

Thus,

 Mode = 3 Median – 2 Mean

Similarly, we can express the approximate relationship for median in terms of mean 
and mode. Also, this can be expressed for mean in terms of median and mode. Thus, if 
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we know any of the two values of the averages, the third average value can be determined 
from this approximate relationship.

Exercise

For a moderately skewed distribution in which the mean and median are 35.4 and 34.3, 
respectively, calculate the value of the mode.

Solution

To compute the value of the mode, we use the approximate relationship

Mode ≈ 3 Median – 2 Mean
  = 3 (34.3) – 2 (35.4)
  = 102.9 – 70.8 = 32.1

Therefore, the value of the mode is 32.1.

Exercise

Median	 = 139.69
Mean	= 139.51
Calculate the mode.

Solution

Mode	= 3Median – 2 mean

Given: Median = 139.69
Mean = 139.51

Substituting the values, we get

Mode	 =	3 (139.69) – 2 (139.51)
  =	419.07 – 279.02
  =	40.05

3.9  Comparison of Mean and Median

See Table 3.20 for a comparison of the arithmetic mean and median.

3.10  Geometric Mean

Managers often come across quantities that change over a period of time, and may need to 
know the average rate of change over this period. Arithmetic mean is inaccurate in tracing 
such a change. Hence, a new measure of central tendency is needed to calculate the change 
rate – the ‘geometric mean’.
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 GM product of all valuesn=

 = ……x x xn
n

1 2, , .,

 
= …( )x x x xn

n
1 2 3

1
, ,

where n is the number of values.
Geometric mean is applicable in many cases. Its use in calculating the growth rates of a 

textile unit in the southern region for the last 5 years is given in Table 3.21.

 The geometric mean = ……x x xn
n

1 2, , .,

where x x x xn1 2 3, , , ,…  are the terms of the growth factor and are equal to 1 + (rate/100).

 GM = × × × × =1 07 1 08 1 10 1 12 1 18 1 10935 . . . . . .

1.1093 is the average growth factor.
The growth rate is calculated as 1.1093 – 1 = 0.1093.
Then, 0.1093 × 100 = 10.93.
So, the growth rate is 10.93% per year.

The geometric mean, like the arithmetic mean, is a calculated average. The geometric 
mean (GM) of a series of numbers, X X Xn1 2, , ,… , is defined as

TABLE 3.20

Comparison of Arithmetic Mean and Median

Serial No. Arithmetic Mean Median

1. It is calculated value, and not based on 
position in the series.

It is especially useful in the case of open-ended 
classes, since only the position, and not values 
of items, must be known. The median is also 
recommended if the distribution has unequal 
classes, since it is much easier to compute than 
the mean.

2. It is affected by the value of every item in the 
series.

It is not influenced by the magnitude of extreme 
deviations from it.

3. It cannot be graphically ascertained. It can be determined graphically.
4. Being determined by a rigid formula, it 

lends itself to subsequent algebraic 
treatment better than the median.

It is not capable of further algebraic treatment.

TABLE 3.21

Growth Rate of Textile Units

Year 1 2 3 4 5
Growth rate (%) 7 8 10 12 18
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 GM X X X Xn= …1 2 3

or the nth root of the product of N observations.
When the number of observations is three or more, the task of computation becomes 

quite tedious. Therefore, a transformation into logarithms is useful to simplify calcula-
tions. If we take logarithms of both sides, then the formula for GM becomes

 Log M
N

X X Xn= + + … +( )1
1 2log log log

And therefore,

 
GM Antilog X

N
=









∑ log

For the grouped data, the geometric mean is calculated with the following formula:

 

GM Antilog f X

N
=











∑ log

where the notation has the usual meaning.
Geometric mean is especially useful in the construction of index numbers. It is an aver-

age, and is most suitable when large weights have to be given to small values of observa-
tions, and small weights to large values of observations. This average is also useful in 
measuring the growth of a population.

The following example illustrates the use and computations involved in the geometric 
mean.

Example 3.2: Computation of Geometric Mean

A machine was purchased for Rs. 50,000 in 2004. Depreciation on the diminishing balance 
was charged at 40% in the first year, 25% in the second year and 15% per annum during the 
next 3 years. What is the average depreciation charged during the whole period?

Solution

Since we are interested in finding the average rate of depreciation, the geometric mean 
will be the most appropriate average.

Calculation of the geometric mean is shown in Table 3.22.

 
GM Antilog X

N
=









∑ log

 
= 





Antilog
9 44144

5
.

 = =Antilog 1 8883 77 32. .

The diminishing value being Rs. 77.32, the depreciation will be 100 – 77.32 = 22.6%.
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Merits of geometric mean

 1. The geometric mean is very useful in averaging ratios and percentages.
 2. It helps in determining the rates of increase and decrease.
 3. It is capable of further algebraic treatment, so that a combined geometric mean can 

easily be computed.

Demerits of geometric mean

 1. Compared with the arithmetic mean, the geometric mean is more difficult to com-
pute and interpret.

 2. The geometric mean cannot be computed if any observation has either a zero 
value or negative.

3.11  Harmonic Mean

Harmonic mean is based on the reciprocals of numbers averaged. It is defined as the recip-
rocal of the arithmetic mean of their reciprocals of the given individual observations. 
Thus, by definition,

 

HM
N

X X Xn

=
+ +…+1 1 1

1 2

where X1, X2, X3 and so forth refer to various items of the variable, and N refers to the total 
number of items.

Exercise

Mohan Plastics Ltd. got a raw material delivery order from Blowplast, Inc. However, 
the condition was that the delivery had to be made within 4 hours, failing which the 
order would be considered cancelled. Robert, the salesman at Mohan, was assigned the 

TABLE 3.22

Calculation of Geometric Mean

Year
Diminishing Value (for a 

Value Rs. 100) (X) log X

2004 100–40 = 60 1.77815
2005 100–25 = 75 1.87506
2006 100–15 = 85 1.92941
2007 100–15 = 85 1.92941
2008 100–15 = 85 1.92941

∑log X = 9.44144
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responsibility to make the delivery. Robert had to be careful not to exceed the 80 kph 
speed limit; otherwise, he would be flouting the traffic rules. The marketing manager 
asked him not to go below 60 kph, as there was a risk of the order being cancelled. 
Robert divided his journey time into 4 hours. He travelled the first quarter of the dis-
tance at the speed of 50 kph, the second quarter of the distance at 65 kph and the last 
quarter of the distance at 55 kph.

He was successful in delivering the product on time. If his average speed was 60.5 
kph, what was his speed when he covered the third quarter of the distance?

Solution

Let the speed of Robert’s vehicle in the first hour, second hour, third hour and fourth 
hour be X1, X2, X3 and X4, respectively.

Let the average speed of Robert’s whole journey from Mohan to Blowplast be H0 = 60.5.
From the given information in the problem, we have

 X1 50=

 X2 65=

 X4 55=

 H0 60 5= .

 N = 4

After inserting the values in the formula for calculating the harmonic mean, we get

 

HM
N

X X Xn

=
+ + …+1 1 1

1 2
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= .
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1
0 0125492

3X
= .

 X3 79 68 80= ≈.

Thus, in the third hour Robert travelled at the speed of 80 kph.

The harmonic mean is a measure of central tendency for data expressed as rates, such as 
kilometres per hour, tonnes per day and kilometres per litre. The harmonic mean is defined 
as the reciprocal of the individual observations and can be represented by the following 
formula:

 

HM
N

X X X

N

XN

=
+ +…+

=




∑1 1 1 1

1 2

For example, the harmonic mean of 2, 3 and 4 is

 

HM =
+ +

= = =3
1
2

1
3

1
4

3
13
12

36
13

2 77.

For grouped data, the formula becomes

 

HM
N

f
X

=




∑

The harmonic mean is useful for computing the average rate of the increase of profits, or 
the average speed at which a journey has been performed, or the average price at which an 
article has been sold. Otherwise, its field of application is really restricted.

Exercise

In a factory, a unit of work is completed by A in 4 minutes, by B in 5 minutes, by C in 6 
minutes, by D in 10 minutes and by E in 12 minutes. Find the average number of units 
of work completed per minute.

Solution

Calculations for computing the harmonic mean are shown in Table 3.23.
Hence, the average number of units computed per minute is 6.25.

The harmonic mean, like arithmetic mean and geometric mean, is computed from each 
and every observation. It is especially useful for averaging rates.

However, harmonic mean cannot be computed when one or more observations have a 
zero value or when there are either positive or negative observations. In dealing with busi-
ness problems, harmonic mean is rarely used.
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3.12  Summary

Central tendency is a statistical measure that takes one number as the representative 
of a group. It is an economical estimate of the general characteristics of the group. 
There are three main measures: mean, median and mode. Mean is the average of all 
the observations. The median is the middle of a distribution: half the observations 
are above the median and half are below the median. The median is less sensitive to 
extreme scores than the mean. This makes it a better measure than the mean for a data 
set with extreme values. The mode is the most frequently occurring observation in a 
distribution.

Measures of central tendency give one of the very important characteristics of data. Any 
one of the various measures of central tendency may be chosen as the most representative 
or typical measure. The arithmetic mean is widely used and understood as a measure of 
central tendency. The concepts of weighted arithmetic mean, geometric mean and har-
monic mean are useful for specific types of applications. The median is generally a more 
representative measure for open-ended distributions and highly skewed distributions. 
The most demanded or customary value is needed.

REVIEW QUESTIONS

 1. a.    Distinguish between arithmetic mean and median?
 b. Define measure of central tendency.
 c. What are the applications of central tendency?
 d. State the importance of median.
 2. What are the various measures of central tendency studied in this unit? Explain 

the difference between them.
 3. Discuss the mathematical properties of arithmetic mean and median.
 4. Review the advantages and disadvantages of each measure of central tendency.
 5. Explain how you will decide which average to use in a particular problem.
 6. What are quantiles? Explain and illustrate the concepts of quartiles, deciles and 

percentiles.

TABLE 3.23

Calculations for Computing 
Harmonic Mean

X 1/X

4 0.250
5 0.200
6 0.167
10 0.100
12 0.083

∑1/X = 0.8
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SELF-PRACTICE PROBLEMS

 1. Median = 139.69, mean = 139.51. Calculate the mode.
 2. Find the mean of the following:

Marks: 0–10 10–20 20–30 30–40 40–50 50–60 60–70
Students: 6 5 8 15 7 6 3

 3. The frequency distribution of weight in grams of mangoes of a given variety is 
given below. Calculate arithmetic mean and median and interpret your answer.

Weight in grams 410– 419 420– 429 430– 439 440– 449 450–459 460– 469 470– 479
No. of mangoes 14 20 42 54 45 18 7

 4. What is quartile deviation? Calculate quartile deviation and its coefficient on the 
basis of the following data:

Marks 10 11 12 13 14 15
No. of students 4 6 7 8 6 4

 5. Calculate median and arithmetic mean from the following data:
0.5 men get less than Rs. 5
12 men get less than Rs. 10
22 men get less than Rs. 10
30 men get less than Rs. 20
36 men get less than Rs. 25
40 men get less than Rs. 30

 6. A 3-month study of the phone calls received by Small Company yielded the fol-
lowing information:

 Number of Calls per Day No. of Days Number of Calls per Day No. of Days

100–200 3 600–700 10
200–300 7 700–800 9
300–400 11 800–900 8
400–500 13 900–1000 4
500–600 27

 Compute the arithmetic mean, median and mode.
 7. From the following distribution of travel time of 213 days of work of a firm’s 

employee, find the modal travel time.

Travel Time 
(minutes)

No. of 
Days

Travel Time 
(minutes)

No. of 
Days

<80 213 <40 85
<70 210 <30 50
<60 195 <20 18
<50 156 <10 2
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 8. The mean monthly salary paid to all employees in a company is Rs. 1600. The 
mean monthly salaries paid to technical employees are Rs. 1800 and Rs. 1200, 
respectively. Determine the percentage of technical and non-technical employees 
of the company.

 9. The geometric mean of 10 observations on a certain variable was calculated to be 
16.2. It was later discovered that one of the observations was wrongly recorded as 
10.9 when in fact it was 21.9. Apply appropriate corrections and calculate the cor-
rect geometric mean.

 10. The following table shows the income distribution of a company.

Income (Rs.) No. of Employees Income (Rs.) No. of Employees

1200–1400 8 2200–2400 35
1400–1600 12 2400–2600 18
1600–1800 20 2600–2800 7
1800–2000 30 2800–3000 6
2000–2200 40 3000–3200 4

  Determine (a) the mean income, (b) the median income, (c) the mean, (d) the 
income limits for the middle 50% of the employees, (e) the seventh deciles (D7) and 
(f) the eightieth percentile (P80).



71

4
Measures of Variation and Skewness

4.1  Introduction

Average alone cannot adequately describe a set of observations, unless all the observations 
are the same. It is necessary to describe the variability of dispersion of the observations. 
Also, in two or more distributions the central value may be the same, but still there can 
be wide disparities in the formation of the distribution. Measures of variation help us in 
studying this important characteristic of a distribution, that is the extent to which the 
items vary, from one another and from some central value.

A measure of variation or dispersion describes the spread or scattering of the individual 
values around the central value. To illustrate the concept of variation, let us consider the 
data given in Table 4.1.

Since the average sales are similar, it may be observed that in Firm A, daily sales are the 
same irrespective of the day, whereas there is less amount of variation in the daily sales for 
Firm B and greater amount of variation in the daily sales for Firm C. Therefore, different 
sets of data may have the same measure of central tendency but differ greatly in terms of 
variation.

4.1.1  Significance of Measuring Variation

 1. Measuring variability determines the reliability of an average by pointing out 
how far an average is representative of the entire data.

 2. Another purpose of measuring variability is to determine the nature and cause of 
variation in order to control the variation itself.

 3. Measures of variation enable comparisons of two or more distributions with 
regard to their variability.

 4. Measuring variability is of great importance to advance statistical analysis. For 
example, sampling or statistical inference is essentially a problem in measuring 
variability.

4.1.2  Absolute versus Relative Measures of Variation

Table 4.2 shows absolute versus relative measures of variation.
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4.2  Range

4.2.1  For Ungrouped Data

The range is defined as the difference between the numerical largest value and the small-
est numerically value in a set of data.

Symbolically,

 R L S= −

where
R = range
L = largest value
S = smallest value

4.2.2  For Grouped Data

The range may be approximated as the difference between the upper limit of the largest 
class and the lower limit of the smallest class.

The relative measure corresponding to range, called the coefficient of range, is obtained 
by applying the following formula:

 
Coefficient of range = −

+
L S
L S

TABLE 4.1

Daily Sales of Firms A, B and C

Firm A Daily Sales ($) Firm B Daily Sales ($) Firm C Daily Sales ($)

5,000 5,050 4,900
5,000 5,025 3,100
5,000 4,950 2,200
5,000 4,835 1,800
5,000 5,140 13,000

XA = 5,000 XB  = 5,000 XC  = 5,000

TABLE 4.2

Absolute vs. Relative Measures of Variation

Absolute Measures of Variation Relative Measures of Variation

Expressed in terms of the original data Useful in case the two sets of data are expressed in different units of 
measurement

Does not involve comparison between 
two sets of data

Involves comparison between two sets of data having the same unit 
of measurement but with different means
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Merits

 1. Range is the simplest to understand and easiest to compute.
 2. It takes minimum time to calculate the value.
 3. It is used in industry, for the quality control of products. For example, when the 

weight of a spare exceeds a particular range, the entire production line is checked, 
to correct the deviation in the weight of the spare produced.

 4. It is used in the construction of charts and for quality control.
 5. It is used in studying the fluctuations in financial and share markets.

Demerits

 1. Range is not based on each and every item of the distribution. Its computation 
is based on the highest and lowest values and ignores the nature of dispersion 
among other values of observations in the data set.

 2. It is influenced by extreme values and hence fluctuates from sample to sample of 
a population, even though the values that fall in between the highest and lowest 
values are similar.

 3. Range cannot tell us anything about the capture of the distribution within the two 
extreme observations.

 4. Range is not useful for comparison if the observations are in different units.
 5. It cannot be computed for frequency distributions with open-ended classes.
 6. It fails to explain the character of the distribution within two extreme observa-

tions (i.e. L and S).

4.2.3  Coefficient of Range

 

Coefficient of range
Largest value Smallest value
Largest v

= −
aalue Smallest value

L S
L S

+

= −
+

Exercise

Compute the range and coefficient of range for the number of employees in an organisa-
tion in various age groups (Table 4.3).

TABLE 4.3

Employees in an Organisation in Various Age Groups

Class (years) 46–50 51–55 56–60 61–65 66–70 Total
No. of employees 6 17 40 27 10 100
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Solution

 

Range Upper limit of the highest class Lower limit of th= ( ) − ee lowest class

7 46 24

( )
= − =0

And,

 

Coefficient of range
L S
L S

1765

=
−( )
+( )

= =24
136

0.

4.2.4  Interquartile Range

4.2.4.1  Need for Interquartile Range

Range is based on two extreme observations. Hence, it fails to explain the scatter within 
the range. So, when these extreme observations are discarded, the limited range would be 
more accurate and representative of the entire data.

4.2.4.2  Definition of Interquartile Range

Range calculated based on the middle 50% of observations is called interquartile range. 
It is calculated from observations obtained after discarding one quartile of the observa-
tions at the lower end and another quartile of the observations at the upper end of the 
distribution.

So, it is the difference between the third quartile and first quartile.
The quartiles (Q1, Q2, Q3) are the highest values, in each of the first three of the four parts, 

of the distribution.

 Interquartile range Q Q3 1= −

In symmetrical distribution, the quartiles Q3 and Q1 are equidistant from the median, 
that is

 Median – Q1 = Q3 – Median

4.2.5  Semi-Interquartile Range or Quartile Deviation

Quartile deviation (QD) is one-half of the interquartile range. The quartile deviation is 
computed by taking the average of the difference between the third quartile and the first 
quartile. In symbols, this can be written as

 
QD = −Q Q3 1

2
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where:
Q1	=	 First quartile
Q2	=	 Third quartile

4.2.5.1  For Ungrouped Data

 
Lower quartile Q

N 1
4

th observation1 =
+( )





 
Upper quartile Q

N 1
4

th observation3 =
+( )





3

where N = Total number of observations.

4.2.5.2  For Grouped Data

 

Q L

1
4

N C

f
h

Q L

3
4

N C

f
h

1

3

1

3

= +
−





×

= +
−





×

where:
L1 → The lower boundary of the first quartile class Q1

L3 → The lower boundary of the third quartile class Q3

N → Total cumulative frequency
f → Frequency of the quartile class
h → Class interval (width)
C → Cumulative frequency of the class, just above the quartile class

Merits

 1. It is superior to range.
 2. It has a special utility in measuring variations in the case of open-ended distribu-

tions, one in which the data may be ranked but measured quantitatively.
 3. It is useful in erratic or badly skewed distributions, and quartile deviation is not 

affected by the presence of an extreme value.

Demerits

 1. It ignores 50% of the items, that is the first 25% and last 25%, as the value of 
the quartile deviation does not depend on every item of the series. It cannot be 
regarded as a good method of measuring dispersion.

 2. It is not capable of mathematical manipulation.
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 3. Its value is very much affected by sampling fluctuation.
 4. It is, in fact, not a measure of dispersion, as it really does not show the scatter 

around an average but rather a distance on a scale, that is, quartile deviation is not 
itself measured from an average, but it is a positional average.

4.2.5.3  Coefficient of Quartile Deviation

The coefficient of quartile deviation is the relative measure of quartile deviation.
It is used to compare the degree of variation in different distributions.

 
Coefficient of Q.D.

Q Q
Q Q

3 1

3 1
= −

+

Exercise

Compute the quartile deviation from the data in Table 4.4.

Solution

See the computation in Table 4.5.

 
Q size of th item th item1

1
4

195 1
4

49= +





= + =N

Size of 49th item = 60
Hence, Q1 = 60.

 
Q size of 3 th item th item3

1
4

3 195
4

147= +





= × =N

Size of 147th item = 60
Hence, Q3 = 63.

 
QD = − = − =Q Q3 1

2
63 60

2
1 5.

TABLE 4.4

Heights of 195 Candidates

Height (inches) 58 59 60 61 62 63 64 65 66

No. of candidates 15 20 32 35 33 22 20 10 8

TABLE 4.5

Computation of Quartile Deviation

Height (inches) 58 59 60 61 62 63 64 65 66
fi 15 20 32 35 33 22 20 10 8 N = 195
Cumulative frequency (c.f.) 15 35 67 102 135 157 177 187 195
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Exercise

Compute the coefficient of quartile deviation from the data in Table 4.6.

Solution

See the computation in Table 4.7.

 
Coefficient of QD = −

+
Q Q
Q Q

3 1

3 1

 
Q

N
1

4
109

4
27 25= 





= =size of th item th item.

Q1 lies in class 12–16

 
Q L

N

f
i1

4= +
−

×
c.f

where:
L	 =	 12
N/4	=	 27.25
c.f.	 =	 16
f	 =	 18
i	 =	 4

TABLE 4.6

Profit in Rs. in Crores of 109 Industries

Profit (Rs. in Crores) No. of Industries Profit (Rs. in Crores) No. of Industries

4–8 6 24–28 12
8–12 10 28–32 10
12–16 18 32–36 6
16–20 30 36–40 2
20–24 15

TABLE 4.7

Computation of Quartile Deviation

Profits (Rs. in Crores) No. of Industries c.f.

4–8 6 6
8–12 10 16
12–16 18 34
16–20 30 64
20–24 15 79
24–28 12 91
28–32 10 101
32–36 6 107
36–40 2 109
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Q1 12

27 25 16
18

4 12
11 25

18
4 12 25 14 5= +

−( ) × = + × = + =
. .

.

 
Q

N
3

3
4

3 109
4

81 75= 





= × =size of th item th item.

Q3 lies in class 24–28

 
Q L

N

f
i3

3
4= +

−
×

c.f

where:
L = 24
3N/4 = 81.75
c.f. = 79
f = 12
i = 4

 
Q3 24

81 75 79
12

4 24
11
12

24 0 917 24 917= +
−( ) × = + = + =

.
. .

where:
Q1 = 14.5
Q3 = 24.917

 
Coefficient of QD = −

+
= −

+
=Q Q

Q Q
1

1

3

3

24 917 14 5
24 917 14 5

10 417
39

. .

. .
.
..

.
417

0 264=

Exercise

Compute the quartile deviation for the data given in Table 4.8.

Solution

See the calculation in Table 4.9.

TABLE 4.8

Weight of 70 Employees

Weight (kg) 55–60 60–65 65–70 70–75 75–80
No. of employee 10 18 14 16 12

TABLE 4.9

Calculation of Quartile Deviation

Weight (kg) 55–60 60–65 65–70 70–75 75–80
No. of employee (fi) 10 18 14 16 12
c.f. 10 28 42 58 70
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First, we find quartile class for Q1

 

Q N

                                  17.5  obsth

1 = × = ×

=

1
4

1
4

70

eervation

This observation will fall in class (60–65)
∴ L1 = 60, C = 10, f = 18, h = 5
Now, we find quartile deviation Q1

 

Q
17.5 10

18

62.083

Q N
3
4

70

52.5 observationth

1

3

= + − ×

=

= × = ×

=

60 5

3
4

This observation will fall in class (70–75)

 

Q
52.5 42

16

       73.28

Quartile Deviation
Q Q

2

3

3 1

= + − ×

=

∴ = − =

70 5

733 28 62 0823
2

5 5985

73 28

. .
.

.

− =

∴ = −
+

=Coefficient of Q.D.
Q Q
Q Q

3 1

3 1

−−
+

=62 0823
73 28 62 0823

0 0827
.

. .
.

Merits of Quartile Deviation

 1. It can be used as a measure of variation, for open-ended distributions.
 2. It is a better measure of variation, for highly skewed distribution or distribu-

tion with extreme values, as quartile deviation is not affected by the presence of 
extreme values.

Limitations of Quartile Deviation

 1. As the quartile deviation is calculated using only 50% of the total observations, it 
cannot be regarded as a good measure of variation.

 2. Quartile deviation is not a real measure of variation, as it does not measure the 
scatter of observations from the average. It is only a positional average.

4.3  Mean Deviation or Average Deviation

The average deviation some timed called mean deviation (MD). It is the average difference 
between the item in a distribution and the median or mean of that series.

To study the formation of a distribution we should take the deviation from an average.
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4.3.1  Discrete Series

The formula is

 
MD

fi D= Σ | |
N

Exercise

Calculate mean deviation and coefficient of mean deviation from the data in Table 4.10.

Solution

The calculation is shown in Table 4.11.
The formula for mean deviation is

 
MD

fi D= Σ | |
N

where:
|D| = Deviation from median

 
MD = 36

48

 ∴ =MD 0 75.

TABLE 4.10

Marks Scored by 5 Students out of 20

Roll no. 10 11 12 13 14
Marks scored 3 12 18 12 3

TABLE 4.11

Calculation of Mean Deviation and Coefficient of Mean Deviation

xi Frequency (fi) |D| = m – xi = 12 – xi fi|D| c.f.

10 3 2 6 3
11 12 1 12 15
12 18 0 0 33
13 12 1 12 45
14 3 2 6 48

N = ∑fi = 48 ∑fi|D| = 36
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Calculation of the median is as follows:

 

Median size of th item

size of th item

si

N= 





= +





=

+ 1
2

48 1
2

zze of th item

size of item

The size of the 24 5

th

49
2

24 5







= .

. tth item 12 therefore, median 12= =;

The calculation of the coefficient of mean deviation is

 
Coefficient of mean deviation

Mean deviation
Median

= = =0 75
12

0 06
.

. 225

Exercise

Calculate the mean deviation and coefficient of mean deviation for the data in Table 4.12.

Solution

Calculation of the mean deviation is shown in Table 4.13.
Calculation of the mean deviation:

 
MD

fi D

N
= = =∑ | |

.
460
50

9 2

TABLE 4.12

Marks Scored by 50 Students in Statistics

Marks scored 5 15 25 35 45
No. of students 5 8 15 16 6

TABLE 4.13

Calculation of Mean Deviation and Coefficient of Mean Deviation

Marks (xi) No. of Students (fi) |D| = m – xi = 25 – xi fi|D| c.f.

5 5 20 100 5
15 8 10 80 13
25 15 0 0 28
35 16 10 160 44
45 6 20 120 50

N = ∑fi = 50 ∑fi|D| = 460
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Calculation of the median:

 

Median size of th item

size of th item

si

N= 





= +





=

+ 1
2

50 1
2

zze of th item

size of th item

Therefore, the siz

51
2

25 5







= .

ee of the 25.5th item 25 and median 25= =

Calculation of the coefficient of mean deviation:

 
Coefficient of mean deviation

Mean Deviation
Median

= = =9 2
25

368
.

4.3.2  Continuous Series

The formula is

 
MD

fi D

N
c= ×∑ | |

Exercise

Compute the mean deviation from the data in Table 4.14.

Solution

Calculation of the mean deviation is shown in Table 4.15.
Calculation of mean deviation:

 
MD

fi D

N
c= ×∑ | |

where:
c (class width) = 10
N  = 60

TABLE 4.14

Marks Scored by 60 Students

Marks 0–10 10–20 20–30 30–40 40–50 50–60 60–70
No. of students 4 6 10 20 10 6 4



83Measures of Variation and Skewness

Therefore,

 
MD = × =68

60
10 11 33.

Calculation of median: 

 

Median size of th item

size of th item

size o

= 





= 





=

N

60

2

2

ff th item

Therefore, the size of the 30th item 35 and media

30

= nn 35=

Calculation of coefficient of mean deviation:

 

Coefficient of mean deviation
Mean Deviation

Median
=

=

=

11 33
35

0 3

.

. 2237

Merits of Mean Deviation

 1. It is simple to understand and easy to compute.
 2. It is based on each and every item of data.
 3. It is less affected by an extreme item.
 4. Since deviations are taken from a central value, comparisons of the formation of 

different distributions can easily be made.

TABLE 4.15

Calculation of Mean Deviation and Coefficient of Mean Deviation

Marks (xi)
No. of Students 

(fi) c.f. m
d

m 35
10

= −
|D| fi|D|

0–10 4 4 0 10
2

5
+ =

–3 3 12

10–20 6 10 15 –2 2 12
20–30 10 20 25 –1 1 10
30–40 20 40 35 0 0 0
40–50 10 50 45 1 1 10
50–60 6 56 55 2 2 12
60–70 4 60 65 3 3 12

N = ∑ fi = 60 ∑fi|D| = 68
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Limitations of Mean Deviation

 1. Algebraic signs are ignored while taking the deviations of the item.
 2. This method may not give us very accurate results.

Exercise

Calculate the mean deviation from the (1) arithmetic mean, (2) mode and (3) median 
with respect to the marks obtained by nine students (given in Table 4.16) and show that 
the mean deviation from the median is minimum.

If the marks are doubled (converted out of 50), will the variation in marks increase? 
Give reasons.

Solution

Calculation of mean:

 
x

Sum of the obs= = = =+ + + + + + + +.
.

9 9
80
9

8 89
7 4 10 9 15 12 7 9 7

Calculation of median: 

 
Median size of

N
th item th item= +





= + =2
2

9 2
2

5

For calculating median, arrange the items in ascending order:

Marks: 4, 7, 7, 7, 9, 10, 10, 12, 15

The size of the fifth item = 9. Hence, median = 9.
Calculation of mode:

Mode = 7 (since 7 is repeated, the maximum number of times, i.e. 3)

See Table 4.17 for computation of mean deviation.

 
Mean deviation from mean

D

N
( ) = = =∑| | .

.
21 1

9
2 34

 
Mean deviation from median

D

N
( ) = = =∑| |

.
21
9

2 33

 
Mean deviation from mode

D

N
( ) = = =∑| |

.
23
9

2 56

TABLE 4.16

Marks Scored by 9 Students out of 25

Marks (out of 25) 7 4 10 9 15 12 7 9 7
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From these calculations, it is clear that the mean deviation is least from the median.
When the marks are doubled, that is converted out of 50, the variation in marks would 

also increase, and in fact would be doubled. The reason is that when all the values of a 
series are multiplied by a certain constant, say 2, the value of the mean, median, mode, 
mean deviations, standard deviation and so forth would also be increased and would 
be obtained by multiplying with that constant.

Exercise

Calculate the mean deviation (taking deviations from the mean) from the data in 
Table 4.18.

Solution

Calculation of the mean deviation is shown in Table 4.19.

 x
fixi

N
MD

fi D

N
= = = = = =∑ ∑96

16
6

24
16

1 5
| |

.

TABLE 4.17

Calculation of Mean Deviation from Arithmetic Mean, Median and 
Mode

Marks (xi)
Deviations 

from Mean |D|
Deviations from 

Median |D|
Deviations from 

Mode |D|

7 1.9 2 0
4 4.9 5 3
10 1.1 1 3
9 0.1 0 2
15 6.1 6 8
12 3.1 3 5
7 1.9 2 0
9 0.1 0 2
7 1.9 2 0
∑xi = 80 ∑|D| = 21.1 ∑|D| = 21 ∑|D| = 23

TABLE 4.18

Data for Mean Deviation

xi 2 4 6 8 10
fi 1 4 6 4 1

TABLE 4.19

Calculation of Mean Deviation Taking Deviations from 
the Mean

xi fi fi xi |D| = xi – x fi|D|

2 1 2 4 4
4 4 16 2 8
6 6 36 0 0
8 4 32 2 8
10 1 10 4 4

N = 16 ∑fixi = 96 ∑fi|D| = 24
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Example 4.10

Calculate the mean deviation from the mean of the data shown in Table 4.20.

Solution

Calculation of the mean deviation is shown in Table 4.21.
The formula is

 
MD

fi D

N
C= ×∑ | |

   
x A

fid

N
C= +

′
×∑

We have from Table 4.21,

A = 35, ∑	fi dʹ = –8, N = 50, C = 10

Substituting the value, we get

 
x = + − × =35

8
50

10 33 4
( )

.

Now,

∑fi|D| = 64, N = 50, C = 10

 

∴ = ×

=

MD
64
50

10

12 80.

TABLE 4.20

Data of Marks Scored by 50 Students

Marks 0–10 10–20 20–30 30–40 40–50 50–60 60–70
No. of students 6 5 8 15 7 6 3

TABLE 4.21

Calculation of Mean Deviation Taking Deviations from Mean

Marks fi M
′d

m A
10

,A = 35=
--

fi d′
| |′d

m 5
10

=
--

fi|d′|

0–10 6 5 –3 –18 3 18
10–20 5 15 –2 –10 2 10
20–30 8 25 –1 –8 1 8
30–40 15 35 0 0 0 0
40–50 7 45 1 7 1 7
50–60 6 55 2 12 2 12
60–70 3 65 3 9 3 9

N = ∑fi = 50 ∑	fi d′ = –8 ∑	fi|d′| = 64
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4.4  Standard Deviation

The concept of standard deviation (SD) was introduced by Karl Pearson in 1823. Also 
known as root mean square deviation, standard deviation provides an average distance 
for each element from the mean.

It is the positive square root of the mean of the squared deviations of values from the 
arithmetic mean. It is denoted by σ (sigma). It is also known as root mean square devia-
tion. It is the square root of the means of the squared deviation from the arithmetic 
mean.

It measures the absolute dispersion or variability of dispersion; the greater the amount 
of dispersion or variability, the greater the standard deviation.

If x is the means of x1, x2,…,xn, then

 

σ = ( ) + ( ) + + ( ){ }
=

( )

− − −

−

=
∑

1
1

2
2

2 2

2

1

N

N

N

x x x x x x

x x

n

i

…

i

4.4.1  Individual Series

Exercise

Find the standard deviation of (Rs.) 7, 9, 16, 24, 26.

Solution

Calculation of the standard deviation is shown in Table 4.22.

 
Calculation from Actual Mean:  x

x
N

Rs
x xi i i= = = = −(Σ Σ82

5
16 40. . σ ))2

N

 σ = =293 20
7 66

.
. .

5
Rs

 

Calculation for Assumed Mean:   
dx
N

dx
N

i iσ

σ

= − 





= −

Σ Σ2 2

294
5

2
55

7 66
2







= Rs. .

Exercise

Table 4.23 shows marks obtained by students in Quantitative Methods. Find the stan-
dard deviation.
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Solution

Calculation of the standard deviation is shown in Table 4.24.

 
x

xi
N

= = = ≅Σ 526
10

50 6 51.

 
S.D. σ( ) = − 





= − 





=Σ Σd
N

d
N

2 2 2
1826
10

26
10

13 260.

4.4.2  Discrete Series

Exercise

Calculate the standard deviation from the data in Table 4.25.

TABLE 4.22

Calculation of Standard Deviation from Actual Mean and 
Assumed Mean

A. Calculate from actual mean

Variants, Rs. xi

Deviation from Actual Mean 
(16.40), x =  x xi – xi

2 

7 –9.4 88.36
9 –7.4 54.76
16 –0.4 0.16
24 7.6 57.76
26 9.6 92.16
Σxi =	82 Σxi

2  = 293.20

B. Calculate from assumed mean

Variants, Rs. xi

Deviation from Assumed 
Mean (16), dxi = xi = A dxi

2 

7 –9 81
9 –7 49
16 0 0
24 8 64
26 10 100
Σxi = 82 Σdxi = 2 Σdxi

2 = 294

TABLE 4.23

Marks Scored by 10 Students

Roll no. 1 2 3 4 5 6 7 8 9 10

Marks 43 48 65 57 31 60 37 48 78 59
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Solution

Calculation of the standard deviation is shown in Table 4.26.

 
σ = − 





= − 





=fd
N

fd
N

Σ Σ2 2 2
362
217

128
217

1 146.

4.4.3  Step Deviation Method

Exercise

Find the standard deviation from the data in Table 4.27.

TABLE 4.24

Calculation of Standard Deviation

Roll No. Marks (xi) d x xi= −  = xi – 50 d2

1 43 –7 49
2 48 –2 4
3 65 15 225
4 57 7 49
5 31 –19 361
6 60 10 100
7 37 –13 169
8 48 –2 4
9 78 28 784
10 59 9 81
N = 10 Σxi = 526 Σd = 26 Σd2 = 1826

TABLE 4.25

Data for Calculation of Standard Deviation

Class size 3.5 4.5 5.5 6.5 7.5 8.5 9.5
Frequency 3 7 22 60 85 32 8

TABLE 4.26

Calculation of Standard Deviation (Discrete Series)

Size of Item (xi) fi d = xi – A = xi – 6.5 d2 fid fid2

3.5 3 –3 9 –9 27
4.5 7 –2 4 –14 28
5.5 22 –1 1 –22 22
6.5 60 0 0 0 0
7.5 85 1 1 85 85
8.5 32 2 4 64 128
9.5 8 3 9 24 72

N = Σfi = 217 Σfid = 128 Σfid2 = 362
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Solution

Calculation of the standard deviation is shown in Table 4.28.

 
σ =

′
−

′





× = − 





× =Σ Σfd
N

fd
N

C
2 2 2

130
70

22
70

10 13 3.

4.4.4  Continuous Series

Exercise

Calculate the standard deviation given 300 telephone calls, according to their duration 
in seconds (Table 4.29).

Solution

Calculation of the standard deviation is shown in Table 4.30.

 
σ = ′ − ′





× = − 





×Σ Σfd
N

fd
N

C
2 2 2665

300
137
300

30

 
= − ( ) × = × =2 217 0 457 30 1 42 30 42 6

2
. . . .

TABLE 4.27

Data for Calculation of Standard Deviation

x 4.5 14.5 24.5 34.5 44.5 54.5 64.5
f 1 5 12 22 17 9 4

TABLE 4.28
Calculation of Standard Deviation (Step Deviation Method)

xi fi
′d

xi 34.5
10

==
--

d′ 2 fid′ 2 fid′ 2

4.5 1 –3 9 –3 9
14.5 5 –2 4 –10 20
24.5 12 –1 1 –12 12
34.5 22 0 0 0 0
44.5 17 1 1 17 17
54.5 9 2 4 18 36
64.5 4 3 9 12 36

∑fi = 70 ∑fid′ = 22 ∑fid′	2 = 130

TABLE 4.29
Telephone Calls according to Their Duration in Seconds

Duration 0–30 30–60 60–90 90–120 120–150 150–180 180–210
No. of calls 9 17 43 82 81 44 24
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4.5  Variance

Variance is calculated using the sum of the squared distances between the mean and each 
observation, divided by the total number of elements in the distribution (population). 
While calculating variance, the differences (deviations) are squared to make them posi-
tive. The square of the standard deviation is called variance. Therefore, variance = σ2. The 
standard deviation and variance become larger as the variability or spread within the data 
becomes greater. More important, it is readily comparable with other standard deviations, 
and the greater the standard deviation, the greater the variability.

Remarks

 1. If the data represents a sample of size N from a population, then it can be proved 
that the sum of the squared deviations is divided by (N – 1) instead of N. However, 
for large sample sizes, there is very little difference in the use of (N – 1) or N in 
computing the standard deviations.

 2. The standard deviation is commonly used to measure variability, while all other 
measures have rather special users.

 3. In addition, it is the only measure possessing the necessary mathematical proper-
ties to make it useful for advanced statistical work.

4.5.1  For Grouped and Ungrouped Data

For Grouped Data For Ungrouped Data

 

σ2 i i=
−( )Σf X x

N

2

σ2 i

i

=
−( )

= −

Σ

Σ

X x
N

X
N

x

2

2
2

TABLE 4.30

Calculation of Standard Deviation (Continuous Series)

Duration f M ′ = −
d

m a
30 d′2 fd′ fd′2

0–30 9 15 –3 9 –27 81

30–60 17 45 –2 4 –34 68

60–90 43 75 –1 1 –43 43

90–120 82 105 0 0 0 0

120–150 81 135 1 1 81 81

150–180 44 165 2 4 88 176

180–210 24 195 3 9 72 216

N = ∑f = 300 ∑fd′ = 137 ∑fd′2 = 665
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where:
σ2

 → Variance
Xi → The value of observation
x  → Mean
N → Total cumulative frequency
fi → Frequency of a class

The following formulae for standard deviation are mathematically equivalent to the 
above formula and are often more convenient to use in calculations.

 
σ = − 





= −Σ Σ Σf x
N

f x
N

f x
N

xi i i i i i
2 2 2 2

 
= − 





×Σ Σf d
N

f d
N

ii i
2 2

where:

 
d

x A
i

= −

4.6  Coefficient of Variation

A frequently used relative measure of the variation is the coefficient of variation (CV). 
This measure is simply the ratio of the standard deviation to the mean expressed as a 
percentage.

 

Coefficient of variation
Standard Deviation

Mean
100

x

(%) = ×

= ×σ
100

When the coefficient of variation is less in the data, it is said to be less variable or more 
consistent.

Use of coefficient of variation

 1. It measures the spread of a set of data, as a proportion of its mean.
 2. It is used in problem situations, where we want to compare the variability, homo-

geneity, stability, uniformity and consistency of two or more data sets.
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 3. Remember: The data set for which the coefficient of variation is greater is said to 
be more variable, that is less consistent or less homogenous.

Exercise

Compute the variance, standard deviation and coefficient of variation given the profit-
ability of 50 companies (Table 4.31).

Solution

Calculation of the variance and coefficient of variation is shown in Table 4.32.

 
x

f x
f

 Variance
f x x

f
i i

i

2 i i

i
= = = ( ) =

−( )
= =Σ

Σ
Σ

Σ
870
50

17 4
1962

50
39

2

. σ ..24

Now, S.D. of profits of 50 companies is

 

S.D. Variance

Coefficient of Variation (%)
S.

2σ σ( ) = = = =

=

39 24 6 26. .

DD.
Mean

S.D.
x

× = × = × = × =100 100
6 26
17 4

100 0 3598 100 35 98
.
.

. . %

Exercise

The scores of two batsmen, A and B, in 10 innings during certain seasons are shown in 
Table 4.33. Find which batsman is more consistent in scoring.

TABLE 4.31

Profitability of 50 Companies

Profit (%) 10 15 20 25 30
Number of companies (fi) 15 10 15 6 4

TABLE 4.32

Calculation of Variance and Coefficient of Variation

xi fi xifi ( )x xi − ( )x xi − 2 f x xi i( )− 2

10 15 150 –7.4 54.76 821.40
15 10 150 –2.4 5.76 57.60
20 15 300 2.6 6.76 101.40
25 6 150 7.6 57.76 346.56
30 4 120 12.6 158.76 635.04
Total N = 50 ∑xifi = 870 f x xi i( )−∑ =2 1962

TABLE 4.33

Scores of Two Batsmen A and B in 10 Innings

A 32 28 47 63 71 39 10 60 96 14
B 19 31 48 53 67 90 10 62 40 80
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Solution

Computation of the coefficient of variation is shown in Table 4.34.

For x-series

x
x

N
= = =Σ 460

10
46

Standard deviation for Batsman A

σA
dx
N

= = =Σ 2 6500
10

25 5.

CV
x
A= ×σ

100

For y-series

y
y

N
= = =Σ 500

10
50

Standard deviation for Batsman B

σB
dy
N

= = =Σ 2 5968
10

24 43.

CV
y

B= ×σ
100

Since the coefficient of variation is more for Batsman A, Batsman B is more consistent 
in scoring.

TABLE 4.34

Computation of Coefficient of Variation

Score of A (xi)
Deviation from Mean 
(dxi = xi – A = xi – 46)

Square Deviation 
(dxj

2)

32 –14 196
28 –18 324
47 1 1
63 17 289
71 25 625
39 –7 49
10 –36 1296
60 14 196
96 50 2500
14 –32 1024
∑xi = 460 ∑dxi = 0 ∑dxj

2 = 6500

Score of B (yj)
Deviation from Mean
(dyj = yj – A = yj – 50)

Square Deviation
dyj

2

19 –31 961
31 –19 361
48 –2 4
53 3 9
67 17 289
90 40 1600
10 –40 1600
62 12 144
40 –10 100
80 30 900
∑yj = 500 ∑dyj = 0 ∑dyj

2 = 5968



95Measures of Variation and Skewness

Exercise

Table 4.35 shows the marks obtained by 40 students of a class.
Calculate the coefficient of variation.

Solution

Calculation of the coefficient of variation is shown in Table 4.36.

 
CV

x
= ×σ

100

 
x A

fidi
N

i= +
′
×Σ

where:
A = 62
∑fidi′ = –70
N = 40
i = 5

TABLE 4.35

Marks Obtained by 40 Students of Class

Marks No. of Students Marks No. of Students

80–84 1 50–54 6
75–79 1 45–49 6
70–74 1 40–44 6
65–69 4 35–39 6
60–64 4 30–34 0
55–59 7 25–29 1

TABLE 4.36

Calculation of Coefficient of Variation

Marks fi Mid-Point (m) di′ = (m – A)/5, A = 62 fi di′ fidi′ 2

80–84 1 82 4 4 16
75–79 1 77 3 3 9
70–74 1 72 2 2 4
65–69 4 67 1 4 4
60–64 4 62 0 0 0
55–59 7 57 –1 –7 7
50–54 6 52 –2 –12 24
45–49 6 47 –3 –18 54
40–44 6 42 –4 –24 96
35–39 3 37 –5 –15 75
30–34 0 32 –6 0 0
25–29 1 27 –7 –7 49

N = ∑fi = 40 ∑ fidi′ = –70 ∑fidi′2 = 338
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4.7  Bienayme–Chebyshev Rule

This rule was developed by Russian mathematicians Bienayme and P L Chebyshev. It says 
that whatever may be the shape of a distribution, at least 75% of the values in the popula-
tion will fall within ±2 standard deviations of the mean and at least 89% will fall within 
±3 standard deviations of the mean.

4.7.1  Statement of the Bienayme–Chebyshev Rule

The rule states that the percentage of data observations lying within ±k standard deviations 
of the mean is at least (1 − (1/k2)) × 100.

4.7.2  Application

This formula applies to differences greater than one standard deviation about the mean, 
and k must be greater than 1.

In the case of a symmetrical bell-shaped curve (Figure 4.1), we can say that

 1. Approximately 68% of the observations in the population fall within ±1 standard 
deviations from the mean.

 2. Approximately 95% of the observations in the population fall within ± 2 standard 
deviations from the mean.

 3. Approximately 99% of the observations in the population fall within ±3 standard 
deviations from the mean.
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4.8  Skewness

The measures of central tendency and variation do not reveal all the characteristics of a 
given set of data. For example, two distributions may have the same mean and standard 
deviation but may differ widely in the shape of their distribution. Either the distribution 
of data is symmetrical or it is not. If the distribution of data is not symmetrical, it is called 
asymmetrical or skewed. Thus, skewness refers to the lack of symmetry in distribution.

A simple method of detecting the direction of skewness is to consider the tails of the 
distribution.

Rules

 1. Data is symmetrical when there are no extreme values in a particular direc-
tion so that low and high values balance each other (Figure  4.2). In this case, 
mean = median = mode.

 2. If the longer tail is towards the lower value or left-hand side, the skewness is nega-
tive (Figure 4.3). Negative skewness arises when the mean is decreased by some 
extremely low values, thus making mean < median < mode.

If the longer tail of the distribution is towards the higher values or right-hand side, the 
skewness is positive (Figure 4.4). Positive skewness occurs when the mean is increased by 
some unusually high values, thereby making mean > median > mode.

4%

20 30 40 50 60 70 80

.13%
Percentage of

cases in 8 portions
of the curve

Standard deviations
cumulative

percentages

Percentiles

Z-scores
T-scores

Standard nine
(stanines)

Percentage
in stanine

0.1% 2.3% 15.9% 50% 84.1% 97.7% 99.9%
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.13%

+4σ

+4.0+3.0+2.0+1.00–1.0–2.0–3.0–4.0

+3σ+2σ+1σ–1σ–2σ–3σ–4σ 0
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7% 12% 17% 20% 17% 12% 7% 4%

987654321
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FIGURE 4.1
Diagrammatic representation of the Bienayme–Chebychev rule for a bell-shaped curve.
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4.8.1  Relative Skewness

In order to make comparisons between the skewness in two or more distributions, the 
coefficient of skewness (SK) (given by Karl Pearson) can be defined as

 
SK

Mean Mode
SD

= −

Symmetrical
distribution

FIGURE 4.2
Symmetrical distribution.

Positively skewed
distribution

FIGURE 4.4
Positively skewed distribution.

Negatively skewed
distribution

FIGURE 4.3
Negatively skewed distribution.
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If the mode cannot be determined, then using the approximate relationship, Mode =	
3 Median – 2 Mean, the above formula reduces to

 
SK

Mean Median
SD

=
−( )3

If the value of this coefficient is zero, the distribution is symmetrical; if the value of the 
coefficient is positive, it is a positively skewed distribution, or if the value of the coefficient 
is negative, it is a negatively skewed distribution. In practice, the value of this coefficient 
usually lies between –1 and +1.

When we are given open-ended distributions where extreme values are present in the 
data or positional measures such as median and quartiles, the following formula for the 
coefficient of skewness (given by Bowley 1926) is more appropriate.

 
SK

Q Q Median
Q Q

= + −
−

3 1

3 1

2

Again, if the value of this coefficient is zero, it is a symmetrical distribution. For a posi-
tive value, it is a positively skewed distribution, and for a negative value, it is a negatively 
skewed distribution.

4.9  Summary

Measures of dispersion indicate how much the data in a given set of numerical data is 
spread out. The simplest of these measures is the range. The range is the distance between 
the largest and the smallest value in the data set. Of all measures of dispersion, the range is 
the most sensitive to extreme values. Similar in spirit to the range, but not affected by outli-
ers, is the interquartile range, that is the difference between the third and first quartiles. 
The interquartile range is the range of the middle half of the data. The mean deviation 
and the standard deviation indicate how much the average value in the data set differs 
from the mean, whereas the mean deviation is just that the mean distance of the measure-
ments from the mean and the standard deviation is usually calculated by first finding the 
variance and then extracting the square root of the variance. Although more difficult to 
compute than the other measures of dispersion, the standard deviation and the variance 
are the most useful and accurate methods.

Also, we have shown how the concepts of measures of variation and skewness are 
important. The measures of variation considered were the range, average deviation, quar-
tile deviation and standard deviation. The concept of coefficient of variation was used to 
compare relative variations of different data. The skewness was used in relation to lack of 
symmetry.

REVIEW QUESTIONS

 1. What do you mean by measures of dispersion?
 2. Differentiate between absolute and relative measures of dispersion.
 3. What do you mean by coefficient of variation?
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 4. Give the importance of measures of variability in quantitative decision 
making.

 5. Write the advantages and disadvantages of all measures of variation.
 6. What is the meaning of relative variation? When it is required?
 7. Explain the term dispersion. What purpose does a measure of dispersion serve? 

Distinguish between absolute and relative measure of dispersion.
 8. a.  What are the requisites of a good measure of dispersion? In the light of these, 

comment on some of the well-known measures of dispersion.
 b. What is dispersion? Explain what you understand by absolute and relative 

dispersion. Describe some of the measures of relative dispersion known to 
you.

 9. Describe the various measures of dispersion known to you and compare their 
properties.

 10. Define mean deviation. How does it differ from standard deviation?
 11. Define the mean deviation, standard deviation and interquartile range of a fre-

quency distribution. Why is the standard deviation usually chosen as a measure 
of dispersion? Give an example for which you would prefer an alternative mea-
sure of dispersion.

 12. What do you understand by skewness? How will you measure skewness?
 13. a.  What is skewness? How does it differ from dispersion? Describe the various 

measures of skewness.
 b. Explain the term skewness as applied to a frequency distribution and describe 

the various measures of skewness known to you.
 14. Explain the importance of measures of skewness and dispersion, and comment 

on the various measures of skewness. Which measure is generally preferred and 
why?

SELF-PRACTICE PROBLEMS

 1. Find the arithmetic mean and standard deviation of the following data. Also find 
the coefficient of variation.

Age (less than) 10 20 30 40 50 60 70 80 90 100

No. of persons 16 32 52 75 102 112 117 127 132 143

 2. Compute the following data:
 106, 30, 20, 110, 27, 41, 112, 22, 106, 78, 74, 109, 67, 96, 26, 32

 a. Range
 b. Coefficient of range
 c. Quartile deviation
 3. Calculate the range and its coefficient from the following data:

 54, 47, 19, 17, 76, 85, 29, 32
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 4. Calculate the mean deviation from the following data:

xi 10 20 30 40 50 60 70
fi 5 8 16 9 8 3 1

	 5. Calculate the range and its coefficient from the following data:
 Price of Gold per 10 g from Monday to Saturday

Monday Tuesday Wednesday Thursday Friday Saturday

160 158 170 142 176 187

 [Answer: Range = Rs. 45, coefficient of range = 0.137]
 6. Compute the quartile deviation and mean deviation from the following data:

Height (inches) 58 59 60 61 62 63 64 65 66

No. of students 15 20 32 35 33 22 20 10 8

 [Answer: Q1 = 60, Q2 = 61, Q3 = 63, MD = 1.71]
 7. From the following table compute the quartile deviation:

Size 4–8 8–12 12–16 16–20 20–24 24–28 28–32 32–36 36–40

Frequency 6 10 18 30 15 12 10 6 2

 [Answer: QD = 5.2]
 8. Calculate the mean deviation and standard deviation from the following data:

Profits (Rs.) No. of Firms Profits (Rs.) No. of Firms

5000–6000 10 0 to 1,000 4
4000–5000 15 –1000 to 0 6
3000–4000 30 –2000 to –1000 8
2000–3000 10 –3000 to –2000 10
1000–2000 5

 [Answer: MD = 2096, σ = 2534]
 9. From the prices of shares X and Y, given below, state which is more stable in value, 

by calculating the coefficient of variation:

X 55 54 52 53 56 58 52 50 51 49
Y 108 107 105 105 106 107 104 103 104 101

 [Answer: Shares X, CV = 4.99; shares Y, CV = 2.90; shares Y are more stable]
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 10. Calculate the mean deviation and the standard deviation of the following data:

Age (Years) 0–10 10–20 20–30 30–40 40–50 50–60 60–70 70–80

No. of persons 15 15 23 22 25 10 5 10

 11. From the following data, calculate the mean and standard deviation:

Age Group No. of Employees Age Group No. of Employees

Below 20 20 40–45 109
20–25 26 45–50 84
25–30 44 50–55 66
30–35 60 55 and above 10
35–40 101

 What inference will you draw from the above?
 [Answer: x = 39.5, σ = 9.55]
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5
Probability Theory

5.1 Introduction

The concept of probability originated in the seventeenth century and has become one of 
the most fascinating and debatable subjects in recent years. Probability has gained a lot of 
importance, and the mathematical theory of probability has become the basis for statistical 
applications in the areas of management, space technology, and the like.

In fact, most people use probability in their day-to-day lives without being aware of 
it. Statements like ‘It may rain today’, ‘Probably I will continue with the same job’, ‘India 
might win the cricket series against Pakistan’ and so forth are examples of the usage of 
probability in day-to-day life.

Various business decisions in real life are made under situations when a decision maker 
is very uncertain as to what will happen after the decisions are made.

The concept of probability was used by gamblers during the early days in games of 
chance, such as throwing a die, drawing a card from the deck or tossing a coin. In these 
games of chance, there is an uncertainty regarding the face of the die that will appear in a 
throw or the card that will appear in a draw or the face of a coin that will appear when it is 
tossed. Although there is an uncertainty concerning the outcome of any particular throw 
or any particular drawing, there is a predictable long-term outcome. For example, if a die 
is thrown many times, experimental studies have shown that the probability of a number 
to appear is one-sixth (as the die has six faces).

Business activities are much associated with future changes. Future is the most uncer-
tain element. Therefore, policy makes try to make it less uncertain by using probability 
techniques.

Uncertainty is part and parcel of human life. Weather, stock market prices and product 
quality are nothing but some of the areas where commenting on the future with certainty 
becomes impossible. Decision making in such areas is facilitated through format and pre-
cise expressions for the uncertainties involved. Study of rainfall, spelt out in a form ame-
nable for analysis, may render the decision on water management easy. Intuitively, we see 
that if there is a high chance of a large quantity of rainfall in the coming year, we may 
decide to use more rainfall water for power generation and irrigation this year. We may 
also take some steps regarding flood control. However, in order to know how much water 
to release for different purposes, we need to quantify the chances of different quantities of 
rainfall in the coming year.

Similarly, formal and precise expressions of stock market prices and product quality 
uncertainties may help to analyse and facilitate decisions on portfolio and sales planning, 
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respectively. Probability theory provides us with the ways and means to attain formal and 
precise expressions for uncertainties involved in different situations.

5.2 Basic Concepts

5.2.1 Experiment

Experiment refers to a process which results in different possible outcomes or observa-
tions. It describes an act which can be repeated under some given conditions. It is an 
operation that produces outcomes which can be observed.

Example 5.1: Inspecting a Light Bulb

When inspecting a light bulb, the outcome is either defective or non-defective.

5.2.2 Random Experiment

A random experiment is any well-defined process of observing a given chance phenom-
enon through a series of trials that are finite or infinite, each of which leads to a single 
outcome.

The observation in a random experiment involves a chance phenomenon that is not 
under controlled conditions.

An experiment in which all the possible results are known in advance, but none of them 
can be predicted with certainty, is called a random experiment.

The results of those experiments depend on chance, such as tossing a coin or throwing 
dice. If all the possible outcomes are known in advance and none of the outcomes can be 
predicted with certainty, then such an experiment is called a random experiment.

5.2.3 Outcome

The result of a random experiment is called an outcome.

5.2.4 Sample Space

The set of all possible outcomes of a random experiment is called the sample space. It is 
denoted by S.

5.2.5 Event

An event is one more possible outcomes of an experiment or trial or an observation. An 
event is used to denote a phenomenon that occurs with every realization of a set of condi-
tions. For example, tossing a coin is a trial and getting heads or tails is an event.

5.2.6 Certain Event

If tossing of a coin, then it is certain that either heads or tails must happen. It is an event 
which contains all the sample points.



105Probability Theory

5.2.7 Impossible Event

If the happening of the event is not certain, then there is no chance of its `happening’. That 
is, probability of the complementary even is unity. Hence, if the probability of an even is 
zero, then that even is impossible. It is an event which does not contain any sample point. 
It is a null set (Φ).

5.2.8 Compound Event

If two or more events occur in connection with each other, they are a compound event. For 
example, the sum of the two numbers on the face of two dice is less than 8.

5.2.9 Complement of an Event

A complementary event is the number of unfavourable cases in an experiment.
Let there be two events, P and Q. Then P is called the complementary even of Q and 

vice versa. If P and Q are mutually exclusive (when both cannot happened simultaneously 
in a single trial) and exhaustive (when their totality includes all the possible outcomes of 
a random experiment). For example, when a dice is thrown, occurrence of an odd number 
(1, 3, 5) and an even number (2, 4, 6) are complementary events.

5.2.10 Mutually Exclusive Events

Events are said to be mutually exclusive if they cannot occur at the same time, when 
an experiment is performed. That is, the acceptance of one precludes the acceptance of 
another. Also, mutually exclusive events are those which do not overlap, when represented 
in a Venn diagram. (A Venn diagram is a set that can be represented by an arbitrary plane 
figure, and its relationship with other set(s) can be explained by the combination of two or 
more such figures.)

Two events are said to be mutually exclusive or incompatible when both cannot happen 
simultaneously in a single trial or the occurrence of any one of them precludes the occur-
rence of the other. For example:

 1. In throwing a die, all six faces, numbered 1–6, are mutually exclusive since if any 
one of these faces comes up, the possibility of another in the same trial is ruled out.

 2. A person may be either alive or dead at a point in time—he cannot be both alive 
and dead at the same time.

  X and Y are the two shortlisted candidates. The vacancy is for one post only. 
After their interviews, it is announced that X was selected. So, Y immediately left 
in dismay. Why? Because there was only one vacancy. Therefore, selection of X 
meant the rejection of Y. The selection of X and Y are mutual events; that is both 
cannot occur together.

5.2.11 Independent Events

Two or more events are said to be independent when the outcome of one does not affect 
and is not affected by the other. Two events A and B are independent events if the occur-
rence of one event, say A, is in no way related to the occurrence of another event, say B. 
For example, let A stand for a firm’s spending a large amount of money on advertisement 
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and B for its showing an increase in sales. Advertising does not guarantee higher sales, 
but the probability that the firm will show an increase in sales will be higher if A has 
taken place.

5.2.12 Dependent Events

These are events in which the occurrence or non-occurrence of one event, in any one trial, 
affects the probability of other events in other trials.

Two events A and B are dependent events if the occurrence of one event, say A, is related 
to the occurrence of another event, say B.

5.2.13 Exhaustive Events

The total number of possible outcomes is known as an exhaustive event. Events are said to 
be exhaustive when their totality includes all the possible outcomes of a random experi-
ment. For example, in throwing two dice, the exhaustive number of cases is 36; in tossing 
a coin, there are two exhaustive cases. While tossing a die, the possible outcomes are 1, 2, 
3, 4, 5 and 6, and hence the exhaustive number of cases is 6.

5.2.14 Favourable Event

The number of cases favourable to an event in a trial is the number of outcomes which 
entail the happening of the events. In other words, these events are favourable for experi-
ment. For example, in drawing a card from a pack of cards, the number of cases favourable 
for drawing an ace is 4, for drawing a spade is 13 and for drawing a red card is 26.

5.2.15 Equally Likely Event

The outcomes of a trial are said to be equally likely if, taking into consideration all the 
relevant evidence, there is no reason to expect one in preference to the other. In other 
words, those events have an equal chance of happening. Equally likely events convey 
the notion that each outcome of an experiment has the same chance of appearing as any 
other. Events are said to be equally likely events when one does not occur more often than 
the others.

5.2.16 Sample Spaces

This is the set of all possible outcomes of a random experiment, denoted by S. Sample 
spaces can be either finite or infinite, depending on whether the number of sample points 
is finite or infinite. The set S of all possible outcomes (or elementary events) of a given 
experiment is called the sample space of the experiment.

5.3 Probability

The development of the theory of probability dates back to the seventeenth century. The 
probability formulae and techniques were developed by Jacob Bernoulli (1713), De Moivre 
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(1718) and Thomas Bayes (1764). Most of these were concerned with the application of the 
theory of permutations and combinations to the calculation of probabilities associated 
with various dice and card games.

Probability means ‘a chance’. It can be defined as an expression of chance of occurrence 
of an event. Probability is used in making viable predictions, suitable decisions, convenient 
planning and operational policies. Thus, probability is one of the significant contributors 
to the science of quantitative techniques.

The degree of uncertainty can be measured numerically with the help of probability.
Probability theory is used to analyse data for decision making.

 1. The insurance industry uses probability to calculate premium rates.
 2. A stock analyst/investor uses probability to estimate the returns of the stocks.
 3. A project manager uses probability in decision making.

Probability is the chance of occurrence or a number assigned to the occurrence of an 
event, in a sample space. Probability means ‘a chance’. The probability of an event equals 
the number times it happens divided by the number of opportunities.

It can be defined as an expression of the chance of occurrence of an event. Business activ-
ities are much associated with future changes. The future is the most uncertain element. 
Therefore, it is still a dream to forecast the future with 100% certainty in any decision prob-
lem. The probability theory provides a media of coping with uncertainty. Probability is 
used to make viable predictions, suitable decisions, convenient planning and operational 
policies. Thus, probability is one of the significant contributors to the science of quantita-
tive techniques.

The degree of uncertainty can be measured numerically with the help of probability. 
Thomas Bayes (1702–1761) introduced the concept of inverse probability.

5.3.1 Classical Probability

Classical probability is based on the assumption that each event is equally likely to occur. 
This is an a priori assumption (the term a priori refers to something that is known by rea-
son alone), and the probability based on this assumption is known as a priori probability. 
This approach employs abstract mathematical logic and hence is also called ‘abstract’ or 
‘mathematical’ probability. This is the reason for considerable use of familiar objects like 
cards, coins and dice, where the answer can be stated in advance before picking a card, 
tossing a coin or throwing a die, respectively.

5.3.1.1 Definition of Classical Probability

If a random experiment results in N exhaustive, mutually exclusive and equally likely out-
comes, out of which f are favourable to the happening of an event E, then the probability of 
occurrence of E, usually denoted by P (E), is given by

	
P P E

f
N

= ( ) =

This is a rather complex way of defining something that may seem intuitively obvious, 
but it can be used in tossing a coin and throwing a die examples.
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Probability of an event E happening

Number of favourable outcome( ) = ss
Total number of outcomes

The scale of probability extends from 0 to 1. When p =  0, it denotes impossibility of 
the event taking place, that is, the even cannot take place. For example, the probability 
of throwing 7 with a single die is 0. When p = 1, it denotes certainty, that is, the event is 
bound to take place.

The basic assumption underlying the classical theory is that the outcomes of a random 
experiment are equally likely.

Probability is the ratio of the number of favourable cases to the total number of equally 
likely cases. If the probability of occurrence of A is denoted by p(a), then by this definition 
we have

	
p a

No of favourable cases
Total number of equally likely cases

( ) = .

Classical probability is the ratio of the number of equally likely possible outcomes 
favourable for an event to the total number of possible outcomes.

Classical probability is often called a priori probability because if we keep using orderly 
examples of unbiased dice, fair coins and so forth, we can state the answer in advance (a 
priori) without rolling a die, tossing a coin and so on.

5.3.2 Relative Frequency

5.3.2.1 Relative Frequency of Occurrence Approach

The relative frequency of occurrence approach defines the probabilities as either

 1. The proportions of times that an event occurs in the long run when the conditions 
are stable, or

 2. The observed relative frequency of an event in a very large number of trials.

In this approach, the probability of an event happening is calculated knowing how often 
the event has happened in the past. In other words, this method uses the relative frequen-
cies of past occurrences as probabilities. For instance, suppose that an organisation knows 
from past data that about 25 of its 300 employees entering every year leave the organisation 
due to good opportunities elsewhere. Then, the organisation can predict the probability of 
employee turnover for this reason as

 25/300 = 1/12 = 0.083

Another characteristic of probabilities established by the relative frequency of occur-
rence approach can be illustrated by tossing a fair coin 1000 times. In this case, it is found 
that the proportion of getting either heads or tails is more initially, but as the number 
of tosses increases, both heads and tails become equally likely and the probability of 
the event showing heads or tails is 0.5. Thus, accuracy is gained as the experiment is 
repeated and the number of observations is more. But, the limitation of this approach is 
the consumption of time and cost for such large repetitions and additional observations. 
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Moreover, predicting probability using this approach becomes a blunder if the prediction 
is not based on sufficient data.

The relative frequency is defined as the proportion of times an event occurs, if the exper-
iment is repeated several times under similar conditions. For example, consider the distri-
bution of salaries in a company for March 2014 shown in Table 5.1. For a subsequent month, 
the salaries are likely to have the same distribution, unless employees leave or have their 
salaries raised or new people join. Hence, we have the probabilities shown in Table 5.2 
obtained from the above relative frequencies.

These probabilities show the chance that an employee chosen at random will be in a 
particular salary class. For example, the probability of an employee’s salary being Rs. 
17,000–20,000 is 14%.

5.3.3 Limitation of the Classical Approach

5.3.3.1 Limitations of Classical Approach to Probability

The definition cannot be applied if it is not possible to make a simple enumeration of cases 
which can be considered equally likely. For example, if a person jumps from the top of 

TABLE 5.1

Distribution of Salaries in a Company

Salaries (Rs. in Thousands) Frequency Relative Frequency (%)

5,000–8,000 10 10
50

100 20× = %

8,000–11,000 11 11
50

100 22× = %

11,000–14,000 10 10
50

100 20× = %

14,000–17,000 10 10
50

100 20× = %

17,000–20,000 7 7
50

100 14× = %

20,000–23,000 2 2
50

100 4× = %

N = ∑f = 50 Total	100%

TABLE 5.2

Calculation of Probabilities Obtained from Relative 
Frequencies

Salaries (Rs. in Thousands) Probability

5,000–8,000 20%
8,000–11,000 22%
11,000–14,000 20%
14,000–17,000 20%
17,000–20,000 14%
20,000–23,000 4%
Total 100%
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Mount Everest, the probability of his or her survival will not be 50%, since survival and 
death, that is the two mutually exclusive and exhaustive outcomes, are not equally likely.

The classical approach to probability assumes a world that does not exist or is highly 
hypothetical in its assumptions. It assumes situations that are very unlikely but could 
conceivably happen. The limitations of this approach are as follows:

 1. The classical definition is applicable only when the trials are equally likely or 
equally probable. For instance, the probability that a candidate attending an inter-
view will succeed is not 50% since the two possible outcomes, that is success and 
failure, are not equally likely.

 2. The classical definition is applicable only when the exhaustive number of cases in 
a trial is finite.

 3. The classical definition is applicable only when the events are mutually exclusive.

Thus, the classical approach to probability is useful in card games, dice games, tossing 
coins and the like, but has serious problems when it is applied to less orderly decision 
problems that are encountered in the area of management. Probabilities of occurrence, 
such as an employee resigning from a job before his or her retirement age or the delay in 
delivery of a product to a nearby customer, cannot be predicted using this approach.

5.3.4 Subjective Probability

Subjective probabilities are those assigned to events by the manager or the researcher 
based on the past experiences or occurrences or on the evidence available. It may be an 
educated guess or intuition. At higher levels of managerial decisions, when the decision 
making becomes very important, specific and is demanded to be unique, managers use 
subjective probability. The approach was introduced by Frank Ramsay in 1926.

Here, the probability of an event is based on personal judgement.

5.3.5 Marginal or Unconditional Probability

This is the ratio of the number of possible outcomes favourable to Event A to the number 
of possible outcomes.

5.3.6 Empirical Probability

Probability derived from past experience is called empirical probability. It is used in the 
preparation of insurance mortality tables, which are based on past experience. It is also 
used in the analysis of most practical business problems.

5.4 Probability Rules

Figure 5.1 shows the rules of probability.

 1. If A is an event with probability denoted by P (A), then the probability of the entire 
sample space S is 1, that is P (S) = 1. Area of sample space rectangle = 1.
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  Event A is represented within the rectangle (Figure 5.2). Its minimum possible 
area of A = 0 and maximum possible area of A = 1. The probability of Event A 
must be greater than or equal to 0 or equal to 1 or 100%, that is 0 ≤ P (A) ≤ 1. 
Probability cannot be negative. As the probability of the sample space is 1, the 
probability of an event contained in the sample space should be less than or 
equal to 1.

 2. If A and B are mutual exclusive events, then the probability of (A or B) is equal to 
the sum of the probability of A and B.

 P (A or B) = P (A) + P (B)

  Therefore, P (A and B) = 0 as A and B are mutually exclusive (Figures 5.3 and 5.4).

Mutually exclusive

Input A and B

Multiplication rule

P (A ∪ B) = P (A) + P (B) – P  (A ∩ B)

Not mutually exclusive

Addition

P (A ∪ B) = P (A) ∙ P (B/A) P (A ∩ B) = P (A) ∙ P  (B/A)

Dependent 
(Conditional)

Independent 
(Unconditional)

FIGURE 5.1
Rules of probability.

A

FIGURE 5.2
Event.

A B

FIGURE 5.3
A and B are mutually exclusive events.
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5.4.1 Additional Rule (Mutually Exhaustive Events)

 P (A or B or C) = P (A) + P (B) + P (C)

A representation by Venn diagram is shown in Figure 5.5.

Example 5.2

Suppose in a throw of a fair die,
A = getting 1, B = getting 2, C = getting 3
For a die, equally likely outcomes = 6.

	
∴ ( ) =P A or B or C

3
6  

(5.1)

	
P A P B P C( ) + ( ) + ( ) = + + =1

6
1
6

1
6

3
6  

(5.2)

From Equations 5.1 and 5.2 we get the required result. 

5.4.1.1 Addition Theorem

Statement: If two events A and B are mutually exclusive, the probability of the occurrence 
of either A or B is the sum of the individual probability of A and B.

Symbolically,

 P (A or B) = P (A) + P (B)

5.4.1.2 Sample Space

The set S of all possible outcomes (or elementary events) of a given experiment is called the 
sample space of the experiment. Note that

 P (A or B) = P (A) + P (B)

A B C

FIGURE 5.5
P (A or B or C) = P (A) + P (B) + P (C).

A B

FIGURE 5.4
A and B are non-mutually exclusive events.
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or

 P (A ∪ B) = P (A) + P (B)

where A ∪ B is the union of Events A and B.
Proof: If an event A can happen in a1 ways and B in a2 ways, then the number of ways 

in which either event can happen is a1 + a2. If the total number of possibilities is n, then by 
definition the probability of either the first or the second event happening is

	
a a

n
a
n

a
n

1 2 1 2+ = +

but

	
a
n

P A and
a
n

P B1 2= ( ) = ( )

Hence, P (A or B) = P (A) + P (B).
The theorem can be extended to three or more mutually exclusive events. Thus, P (A or 

B or C) = P (A) + P (B) + P (C).

5.4.2 Additional Rule (Not Mutually Exhaustive Events)

Statement: If two events are not mutually exclusive, the probability of one of them occur-
ring is the sum of the marginal probabilities of the event minus the joint probability of the 
occurrence of the events:

 P (A or B) = P (A) + P (B) – P (A and B)

This is represented by a Venn diagram in Figure 5.6.

5.4.2.1 Multiplication Theorem

Statement: If two events A and B are independent, the probability that they both will 
occur is equal to the product of their individual probability.

Symbolically, if A and B are independent, then

 P (A and B) = P (A) × P (B)

A 

P (A or B) P (A and B)P (B)P (A)

B 

FIGURE 5.6
P (A or B) = P (A) + P (B) – P (A and B).
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The theorem can be extended to three or more independent events; thus,

 P (A, B and C) = P (A) × P (B) × P (C)

Proof: If Event A can happen in n1 ways, of which a1 are successful, and Event B can hap-
pen in n2 ways, of which a2 are successful, we can combine each successful event in the first 
case with each successful event in the second case.

Thus, the total number of successful happenings in both cases is a1 × a2.
Similarly, the total number of possible cases is n1 × n2. Then by definition, the probability 

of the occurrence of both events is

	

a a
n n

a
n

a
n

1 2

1 2

1

1

2

2

×
×

= ×

but

	

a
n

P A and
a
n

P B1

1

2

2
= ( ) = ( )

	 ∴	P (A and B) = P (A) × P (B)

In a similar way, the theorem can be extended to three or more events.

5.4.3 Multiplication Rule (Independent Events)

The joint probability of two independent events is equal to the product of their marginal 
probabilities:

 P (A and B) = P (A) × P (B).

For example, if the probability that A will be alive in 10 years is 0.6 and the probability 
that B will be alive in 10 years is 0.8, then the probability that they will both be alive in 20 
years is 0.6 × 0.8 = 0.48.

5.4.4 Multiplication Rule (Dependent Events)

The joint probability of two events A and B which are dependent is equal to the probability 
of A multiplied by the probability B given that A has occurred:

 P (A and B) = P (A) · P (A/B) or P (B and A) = P (B) · P (A/B)

This formula is derived from the formula of conditional probability of dependent 
events.

	
P

B
A

P A and B
P A





 = ( )

( )
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5.4.5 Axioms to Probability

The probability of an event ranges from zero to one. If the event cannot take place, its 
probability will be zero, and if it is certain, that is bound to occur, its probability will be 1.

The probability of the entire sample space is 1, that is p (S) = 1.
If A and B are mutually exclusive (or disjoint) events, then the probability of occurrence 

of either A or B, denoted by P (A ∪ B), is given by

 P (A ∪ B) = P (A) + P (B)

5.4.6 Addition Theorem

Statement: If two events A and B are mutually exclusive, the probability of the occurrence 
of either A or B is the sum of the individual probability of A and B.

Symbolically,

 P (A or B) = P (A) + P (B)

Note:

 P (A or B) = P (A) + P (B)

or

 P (A ∪ B) = P (A) + P (B)

where A ∪ B is the union of Events A and B.
Proof: If an event A can happen in a1 ways and B in a2 ways, then the number of ways 

in which either event can happen is a1 + a2. If the total number of possibilities is n, then by 
definition the probability of either the first or the second event happening is

	
a a

n
a
n

a
n

1 2 1 2+ = +

but

	
a
n

P A and
a
n

P B1 2= ( ) = ( )

Hence, P (A or B) = P (A) + P (B).
The theorem can be extended to three or more mutually exclusive events.
Thus, P (A or B or C) = P (A) + P (B) + P (C).
The addition rule is used for mutually exclusive events, to find the probability of occur-

rence of one or the other of two joint events.

5.4.7 Multiplication Theorem

Statement: If two events A and B are independent, the probability that they both will 
occur is equal to the product of their individual probabilities.
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Symbolically, if A and B are independent, then

 P (A and B) = P (A) × P (B)

The theorem can be extended to three or more independent events; thus,

 P (A, B and C) = P (A) × P (B) × P (C)

Proof: If an event A can happen in n1 ways of which a1 are successful and the event B can 
happen in n2 ways of which a2 are successful, we can combine each successful event in the 
first case with each successful event in the second case.

Thus, the total number of successful happenings in both cases is a1 × a2.
Similarly, the total number of possible cases is n1 × n2. Then by definition, the probability 

of the occurrence of both events is

	

a a
n n

a
n

a
n

1 2

1 2

1

1

2

2

×
×

= ×

but

	

a
n

P A1

1
= ( )

and

	

a
n

P B2

2
= ( )

	 ∴	P (A and B) = P (A) × P (B)

In a similar way, the theorem can be extended to three or more events.
The multiplication rule helps to find the joint probability of particular outcomes or 

events.

5.5 Conditional Probability

When we are computing the probability of a particular event A given information about 
the occurrence of another event B, this probability is referred to as conditional probability. 
It is the probability of occurrence of Event A subject to the occurrence of a previous event, 
say B.

If A and B are independent, then the occurrence of A is no way related to the occurrence 
or non-occurrence of Event B, and

 P (A/B) = P (A)
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If A and B are dependent, then

	
P

A
B

P A and B
P B





 = ( )

( )

5.5.1 Dependent Events

Two events A and B are said to be dependent when B can occur only when A is known 
to have occurred (or vice versa). The probability attached to such an event is called the 
‘conditional probability’ and is denoted by P (A/B), or the probability of A given that B has 
occurred.

Note: The multiplication theorem is not applicable in the case of dependent events.
Statement: If two events A and B are dependent, then the conditional probability of B 

given A is

	
P

B
A

P AB
P A





 = ( )

( )

Proof: Suppose a1 is the number of cases for the simultaneous happening of A and B out 
of a1 + a2 cases in which A can happen with or without the happening of B.

	
P

B
A

a
a a





 =

+
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P AB
P A

Similarly, it can be shown that

	
P

A
B

P AB
P B





 = ( )

( )

The general rule of multiplication in its modified form, in terms of conditional prob-
ability, becomes

 P (A and B) = P (B) × P (A/B)

or

 P (A and B) = P (A) × P (B/A)
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For three events A, B and C, we have

 P (ABC) = P (A) × P (B/A) × P (C/AB)

That is, the probability of the occurrence of A, B and C is equal to the probability of A 
times the probability of B, given that A has occurred, times the probability of C, given that 
both A and B have occurred.

5.5.2 A Priori or Prior Probability

Probability before revision by Bayes’ rule is called a priori or prior probability because it is 
determined before the sample information is taken into account.

5.5.3 Posterior or Revised Probability

It is obtained by revising the prior probabilities in the light of the additional information 
gained. Posterior probabilities are always conditional probabilities, the conditional event 
being the sample information. Thus, a priori probability, which is unconditional probabil-
ity, becomes a posterior probability, which is a conditional probability by using Bayes’ rule.

5.5.4 Bayes’ Theorem

In modern-day business, there is an interesting number of instances where the probability 
of any particular event happening has to change in order to make profits. For example, 
a home appliances retailer calculates that it would be wise to stock his showroom with 
microwave ovens to the extent of 20% of his available shelf space. But actually, he finds out 
that the sales for microwave ovens are showing poor progress due to an increase in the 
electricity tariff.

It is therefore important at this stage for the retailer to recalculate the probability of a 
microwave oven selling under the new circumstances. This would help him in making a 
more profitable product mix decision for his showroom.

Here, we find that some probabilities were changed after the people involved (the 
retailer) got additional information (information about increased electricity tariff). The 
new probability thus obtained is known as posterior probability. Since probabilities can 
be revised as new information is gathered, the study of probability is of great significance 
in managerial decision making.

The concept of posterior probabilities was founded by the eighteenth-century British 
Presbyterian reverend Thomas Bayes. His formula for determining posterior probabilities 
under dependence is as follows:

	
P A|B

P AB
P B

( ) = ( )
( )

This is also known as Bayes’ theorem. It helps us to find the conditional probability of 
one event (A) occurring, given that another (B) has already occurred.

The terms prior and posterior refer to the time when information is collected. Before 
information is obtained, we have prior probabilities. Bayes’ theorem provides a means of 
calculating posterior probabilities from prior probabilities.
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Statement: Bayes’ theorem deals with specific mutually exclusive events that have prior 
probabilities. It allows us to calculate the probability of an event, say A1, given that Event 
B has already occurred with a known probability, P (B). The probability P (A1/B) is called 
posterior (or revised) probability. It is denoted by P (A1/B).

Therefore, for any event A1, Bayes’ theorem has the form

	
P

A
B

P A and B

P B
1 1





=
( )

( )

Note: Prior and posterior refer to the time when information is collected.

5.5.5 Application of Bayes’ Theorem

 1. Bayes’ theorem provides a means of calculating posterior probabilities from prior 
probabilities.

 2. Bayes’ theorem allows us to revise prior probabilities in the light of new informa-
tion. The results of the formula are posterior probabilities.

Exercise

A person who sells newspapers wants to find out the chances that on any day, he will be 
able to sell more than 100 copies of Indian Express. From his diary, where he has recorded 
the daily sales of the last year, he finds that out of 365 days, on 73 days he had sold 85 
copies, on 146 days he had sold 95 copies, on 60 days he had sold 105 copies and on 86 
days he had sold 110 copies of the Indian Express. Can you help him find the required 
probability?

Solution

Taking the relative frequency approach we find the data shown in Table 5.3.
Thus, the number of days when his sales were more than 100 is (60 + 86) days = 146 days. 

Hence, the required probability is 
146
365

0 4= . .

Exercise

Consider your locality, where out of 5000 people residing, 1200 are above 30 years of age 
and 3000 are female. Out of the 1200 that are above 30, 200 are female. Suppose, after a 
person is chosen you are told that the person is a female. What is the probability that 
she is above 30?

TABLE 5.3

Relative Frequency

Sales No. of Days (Frequency) Relative Frequency

85 73 73/365
95 146 146/365
105 60 60/365
110 86 86/365

365
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Solution

We define the following events:
A = a person chosen is above 30 years
B = a person chosen is female

We are interested in Event A, given that B has occurred. If we denote this event by A/B, 
we want to find P (A/B).
Out of the 1200 persons who are above 30, 200 are females.
Therefore, out of 5000 people in the locality, 200 possess the characteristics of being 
female as well as above 30 years. Using a notation similar to the last example, we define 
Event AB:
AB: Event that a person is both a female and above 30 years of age
We derive from the data given that

	
P A P B and P AB( ) = ( ) = ( ) =1200

5000
3000
5000

200
5000

,

To find the probability that, given a female has been chosen, she will be above 30, we 
see that out of 3000 females in the total population, only 200 females are above 30. Thus, 
the required probability is

	
200
3000

200
3000

, . .i e P
A
B







=

We may note that

	
P

A
B

P AB
P







= = × = =
( )200

3000
200

5000
5000
3000

200
5000

3000
5000

/
BB( )

Exercise

In a class, there are 20 boys and 10 girls. Three students are selected at random. What is 
the probability that one boy and two girls are selected?

Solution

Number of ways of selecting 1 boy from 20 boys = C1
20

Number of ways of selecting 2 girls from 10 girls = C2
10

Number of ways of selecting 3 students from 30 students = C3
30

The probability that one boy and two girls are selected is

	
C C

C
C C C1

20
2
10

3
30 1

20
2
10

3
30× = ×  ÷

	
=

−( ) ×
−( )













÷
−( )













20
20 1 1

10
10 2 2

30
30 3 3

!
! !

!
! !

!
! !
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= ×

×
× × ×

× ×






÷ × × ×
× ×




20 19
19 1

10 9 8
8 2 1

30 29 28 27
27 3 2

!
!

!
!

!
!




	
= × ×





÷ × ×
×







20
10 9

2
30 29 28

3 2

	
= × × × ×

× ×






20
10 9

2
3 2

30 29 28

	
= ×

×
= =10 9

29 28
45

203
0 22.

or

	
C C C1

20
2
10

3
30×( ) ÷

	
= × ×





÷ × ×
×







20
10 9

2
30 29 28

3 2

	 = × ×( ) ÷ × ×( )10 10 9 10 29 14

	 = 0 22.

Exercise

A speaks truth in 60% of cases and B in 70% of cases. In what percentage of cases are 
they likely to contradict each other in stating the same fact?

Solution

They will contradict each other only if one of them speaks the truth and the other 
speaks a lie.

The probability that A speaks the truth and B a lie is

	
60

100
30

100
9
50

× =

The probability that B speaks the truth and B a lie is

	
70

100
40

100
14
50

× =

Therefore, the total probability is

	
9
50

14
50

23
50

+ =
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Thus, the percent of cases in which they contradict each other is

	
23
50

100 46× = %

Exercise

A bag contains four white, five red and six green balls. Three balls are drawn at random. 
What is the probability that a white, a red and a green ball are drawn?

Solution

The total number of balls in the bag is 4 + 5 + 6 = 15.
Three balls can be drawn out of 15 in C3

15  ways.
The probability that a white, a red and a green ball are drawn is

	
C C C

C
1
4

1
5

1
6

3
15

× ×

	
= ={ }120

3
15 1

C
C nn∵

	 = ÷120 3
15C

	
= ÷ × ×

× ×
120

15 14 13
1 2 3

	
= =120

455
24
91

Exercise

If from a pack of 52 cards 2 cards are drawn, find the probability that one may be a king 
and the other is a queen when

 1. The cards are replaced after the draw
 2. The cards are not replaced after the draw

Solution

Two cards can be drawn from 52 in C2
52 ways. A king can be drawn in C �1

4  ways. A queen 
can be drawn in C1

4  ways.

 1. The cards are replaced after the draw. That is, each of the former can be associ-
ated with each of the latter.

  A king and a queen can be drawn in C C1
4

1
4×  ways.

	
p

No of favourable cases
Total no of equally likely cases

=
.

.
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= ×C C

C
1
4

1
4

2
52

	 = × ÷C C C1
4

1
4

2
52

	
= × ÷ ×

×






={ }4 4
52 51

1 2
1C nn∵

	 = ÷ ×16 26 51

	
=

×
=

×
16

26 51
8

13 51

	
= =8

663
0 012.

5.6 Set Theory

5.6.1 Power of Set

The number of elements in a set is called the power of set and is denoted by |A| for Set A. 
This may be a finite number of elements in a given set A, such that A = {1, 2, 3, 4, 5} has a 
definite number of elements and its power is 5.

When we describe a set B = {x/x is an integer}, Set B has an indefinite number of ele-
ments and is called an infinite set.

When there are no elements in a set, it is called a ‘null’ or ‘empty’ set and is denoted ϕ = { }. 
For clarification, even {0} is not a null set, as it has one element, ‘zero’, and its power is one.

Similarly, when the elements are not well defined, they do not make a set, such as ‘intel-
ligent boys and ‘pretty girls’.

5.6.2 Elementary Concepts of Set

5.6.2.1 Universal Set

A set describing all the objects that are possible points of interest in a problem is called a 
universal set. It is the largest set of elements.

Thus, A = {x/x indicates world population} is a universal set with all human beings of 
the world, as its members or elements, whereas B = {x/x is the female population of the 
world} is not a universal set, as it does not contain the total population or the male popula-
tion. It is represented by S.

5.6.2.2 Subset of a Set

Set A is called the subset of B if all the elements of A are also the elements of B. This is 
denoted by the symbol ⊂. If A = {2, 4, 6, 8}, B = {4, 6} and C = {3}, then all the elements of B 
are the elements of A. Hence, B is a subset of A and symbolically, B ⊂ A or B ⊆ A.
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Where all of the elements of C are not the elements of A or B, we write

 C ⊄ A, C ⊄ B

Thus, we can say that

 1. Every set is a subset of itself.
 2. An empty set is subset of every set.
 3. The total number of all possible subsets of a given set containing n elements is 2n.
 4. Power set: The collection of all possible subsets of a given set A is called the power 

set of A and is denoted P (A).

Thus, if A = [1, 2], then

 P (A) = { ϕ, [1],[2],[1,2],[2,1]}

and

 P (ϕ) = ϕ.

5.6.2.3 Equality of Two Sets

When all the elements of one set are also elements of the second set and they are equal in 
value, both sets are called equal; that is sets A and B are equal if A ⊂ B and B ⊂ A.

Let

 A = {11, 12, 13, 14, 15}

 B = {15, 14, 13, 12, 11}

and C = {15, 13, 12, 14, 11}

Then A ⊂ B, B ⊂ A, B ⊂ C, and A = B = C.

5.6.2.4 Complement of a Set

The complement of Set A is the set of all of the elements of a universal set which do not 
belong to A. The complement is denoted by A′ or A.

Thus, let the universal set S = {1, 3, 5, 7, 9, 11, 13} and A = {3, 7, 11}.
Then complement set A = A′ = A = {1, 5, 9, 13}.
We can thus say (in a broad sense) that

 1. The complement of a universal set is a null set.
 2. The complement of a null set is a universal set.

5.6.2.5 Difference of Two Sets

A set of elements belonging to A but not to B is called a difference set.
Thus, A – B = {x/x ∊ A; x ∉ B}.
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5.6.2.6 Cardinal Number of a Finite Set

The number of distinct elements of a finite set is called its cardinal number and is denoted 
n (A).

5.6.3 Operations of Sets

5.6.3.1 Union of Two Sets

The union of two sets A and B is the set of elements which belong to A or B or both. It is 
denoted by A ∪ B.

Hence, if A = {1, 3, 5, 7, 9} and B = {7, 9, 11}, then A ∪ B = {1, 3, 5, 7, 9, 11}.
Thus, A ∪ B = {x/x ∊ A or x ∉ B}.

5.6.3.2 Intersection of Two Sets

The intersection of two sets A and B is a set of elements that belong to both A and B. It is 
denoted by A ∩ B. Thus, if A = {1, 3, 5, 7, 9} and B = {3, 5, 9, 11}, then A ∩ B = {3, 5, 9}.

It can be written symbolically as A ∩ B = {x/x ∊ A and x ∊ B}.
However, if A ∩ B = ϕ, then A and B are called disjoint sets.

5.6.3.3 Difference of Two Sets

The difference of two sets A and B is the set of elements which belong to A but do not 
belong to B. It is denoted as A – B.

Hence, A – B = {x/x ∊ A and x ∉ B}. For example, if A = {1, 3, 5, 7, 9} and B = {3, 5, 7, 11}, 
then A – B = {1, 9}.

We can also establish that

 A – B = {x/x ∊ A; x ∉ B}

	 = {x/x ∊ A; x ∊  B }

	 = A ∩  B

5.7 Venn Diagram

A set can be represented by an arbitrary plane figure and its relationship with other sets 
can be explained by the combination of two or more such figures (Figures 5.7 and 5.8). All 
elements of a set can be considered to be the points contained within the boundary of the 
figure. The universal set U is generally denoted by a rectangle. Such figures are known as 
Venn diagrams after the English logician John Venn (1834–1883).

5.7.1 Universal Set

A rectangle denotes the universal set S and is drawn as shown in Figure 5.9.
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5.7.2 Complementary Set

Set A, whose elements do not belong to a universal set, is a complementary set and is 
denoted as given in Figure 5.10 (shaded area).

5.7.3 Union of Two Sets

If A and B are represented by two circles and if we have to find the union of the two sets, 
that is common elements to both sets, we denote it as the shaded area in Figure 5.11.

5.7.4 Intersection of Two Sets

Since the intersection of two sets is the set belonging to A or B or both, the Venn diagram 
representation can be drawn as shown in Figure 5.12, with the shaded area indicating the 
intersection of A and B, that is A ∩ B.

5.7.5 Difference of Two Sets

The set of elements belonging to Set A but not to Set B is the set of difference. It can be 
represented as given in Figure 5.13.

H T

FIGURE 5.7
Outcomes of coin toss.

A B

FIGURE 5.8
Outcomes of selection.

Universal 
set (S)

FIGURE 5.9
Universal set.

A
Complementary 

set

FIGURE 5.10
Complementary set.
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5.7.6 Enhanced Application of the Venn Diagram

When we represent the relationship of more than two sets, we can use a Venn diagram 
to advantage as follows: Set A ∪ (B ∩ C) means the union of Set A with the intersection of 
Sets B and C and is represented as the shaded area in Figure 5.14. Other applications are 
indicated in Figure 5.15.

5.8 Fundamental Laws of Operation

Identity law

A ∪ ϕ = A

A ∪ S = S

A ∩ ϕ = ϕ

A ∩ S = A

A B (A ∪ B)

FIGURE 5.11
Union of two sets.

A B

(A ∩ B)

FIGURE 5.12
Intersection of two sets.

A B
(A − B)

FIGURE 5.13
Difference of two sets.
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Complement law

A ∪ A′ = S
A ∩ A′ = ϕ
(A′)′ = A

Idepotent law

A ∪ A = A
A ∩ A = A

Cumulative law

A ∪ B = B ∪ A
A ∩ B = B ∩ A

Exercise

Eight boys and two girls are to be seated on chairs arranged in a row for a photograph. 
If the arrangement is made at random, find the probability that the two girls (1) occupy 
the chairs at the end and (2) will be together.

(A ∩ B) or (ABC)A ∩ B A ∩ B

FIGURE 5.15

(A ∩ B) or A B C.

A ∪ (B ∩ C )

A B

C

FIGURE 5.14
Set A ∪ (B ∩ C).
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Solution

A total of 10 students are to be arranged in a row. The can be arranged in c10
10 10= !  dif-

ferent ways

	 ∴n (S) = 10 !

 1. Let A be the two girls occupying seats at the end.

  In the two end seats, the girls can be arranged in P2
2 ways. In the remaining 

eight chairs, eight boys can be arranged in P8
8 8= ! ways.

	 ∴n (A) = 2! 8!

	
P A

n A
n S

( ) =
( )
( ) = = × ×

× ×
=2 8

10
2 1 8

10 9 8
1
45

! !
!

!
!

 2. Let B be the two girls being together.
  Consider one group of two girls. This group and the remaining eight boys 

can be arranged in P9
9 9= !  ways. The two girls themselves can be arranged in 

P2
2 2= !  ways.

	 ∴n (B) = 2! 8!

	
P B

n B
n S

( ) =
( )
( ) = = × ×

×
=2 9

10
2 1 9
10 9

1
5

! !
!

!
!

Exercise

Consider a bag containing four white and five black balls. A man draws three balls at 
random. What is the probability that all three are black?

Solution

	
P All three are black

Favourable events
Total events

( ) =

	
= = ÷C

C
C C3

5

3
9 3

5
3
9

	
∵C

n
n r r

r
n =

−
=

−( ) ÷
−( )

!
! !

!
! !

!
! !

5
5 3 3

9
9 3 3

	
= ÷ = ×5

2 3
9

6 3
5

2 3
6 3
9

!
! !

!
! !

!
! !

! !
!

	
= × × × ×

× × ×
=5 4 3 2

2
6

9 8 7 6
5
42

!
!

!
!
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Exercise

Consider a bag containing five white and seven black balls. If two balls are drawn, what 
is the probability that one is white and the other is black?

Solution

	
P is white and other is black

Favourable events
Total events

1( ) =

	
= × =C C

C
1
5

1
7

2
12

35
66

Exercise

What is the chance of drawing a diamond face card in a draw from a pack of 52 well-
shuffled cards?

Solution

A diamond card can be drawn out of 13 =  C1
13  = 13 ways.

Therefore, the probability of drawing a diamond card is 13/52 = ¼.

Exercise

If A  =  {3, 4, 6, 8} and B  =  {6, 8, 10, 11}, show the representation of A and B by Venn 
diagram.

Solution

The required Venn diagram is given in Figure 5.16.

Exercise

For each of the following, what relation must hold between sets A and B? Draw the 
Venn diagram.

 1. A ∩ B = B

A

3

4

6

8

10

11

B
∪

FIGURE 5.16
Venn diagram.
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Solution

For this, the relation between A and B is B ⊆ A (Figure 5.17).

 2. A ∪ B = A

Solution

For this, the relation between A and B is B ⊆ A (Figure 5.18).

Exercise

Let A, B and C be sets such that A ⊆ B, A ⊆ C, B ∩ C ⊆ A and A ⊆ (B ∩ C). Draw a Venn 
diagram.

Solution

Here, (B ∩ C) ⊆ A and A ⊆ (B ∩ C). This means A = (B ∩ C). Hence, A ⊆ B and A ⊆ C 
(Figure 5.19).

Exercise

Prove that A ∪ (B ∩ C) = (A ∪ B) ∩ (A ∪ C) using Venn diagrams.

A 

B 

FIGURE 5.17
A ∩ B = B.

A 

B 

FIGURE 5.18
A ∪ B = A.
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Solution

Let

 A = {2, 3, 7, 8} (5.3)

 B = {5, 6, 7, 8} (5.4)

 C = {3, 4, 5, 8} (5.5)

	 ∴ (B ∩ C) = {5, 8} (5.6)

(using Equations 5.4 and 5.5)

 ∴	A ∪ (B ∩ C) = {2, 3, 5, 7, 8}

(using Equations 5.3 and 5.6)
Now,

 (A ∪ B) = {2, 3, 5, 6, 7, 8} (5.7)

and

 (A ∪ C) = {2, 3, 4, 5, 7, 8} (5.8)

 ∴ (A ∪ B) ∩ (A ∪ C) = {2, 3, 5, 7, 8}

(using Equations 5.7 and 5.8)
In Figure 5.20, B ∩ C is represented by areas 5 and 8, and A is represented by areas 2, 

3, 7 and 8. So, A ∪ (B ∩ C) is represented by areas 2, 3, 5, 7 and 8.
Again, areas 2, 3, 5, 6, 7 and 8 represent A ∪ B, and areas 2, 3, 4, 5, 7 and 8 represent 

A ∪ C.
So, areas 2, 3, 5, 7 and 8 represent (A ∪ B) ∩ (A ∪ C).
This proves the assertion.

Exercise

A bag contains six red and eight black balls. If two balls are drawn at random one by 
one, find the probability of getting

B A C

FIGURE 5.19
A ⊆ B, A ⊆ C, B ∩ C ⊆ A and A ⊆ (B ∩ C).
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 1. Both balls of different colours
 2. Both balls of the same colour

Solution

Two balls are drawn one by one. Hence, we have two draws. These are independent. 
Assuming that after the first draw, the ball is not replaced in the bag, for the first draw, 
n (S) = 14, and for the second draw, n (S) = 13.

Let
R1 = First draw we get red ball
B1 = First draw we get black ball
R2 = Second draw we get red ball
B2 = Second draw we get black ball

 1. The probability that both are different colours is

 P (R1 ∩ B2) + P (B1 ∩ R2) = P (R1) × P (B2) + P (B1) × P (R2)

	
= × + × = =6

14
8

13
8

14
6

13
96

182
48
91

 2. The probability that both are the same colour is

 P (Both red) + P (Both black)

	 = P (R1 ∩ R2) + P (B1 ∩ B2)

	 = P (R1) × P (R2) + P (B1) × P (B2)

	
= × + × = =6

14
5

13
8

14
7
13

86
182

43
91

A 2

3

7

8

6

5

4

B

∪

C

FIGURE 5.20
(A ∪ B) ∩ (A ∪ C).
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Exercise

One ticket is drawn at random from a bag containing 30 tickets numbered 1–30. 
Represent the sample space and the event of drawing a ticket containing a number 
which is a prime; also, find the number of elements in them.

Solution

Let S be the sample space and E be the event of occurrence of a prime number.
Then,

 S = {1, 2, 3, 4, 5, 6, …, 30}

and

 E = {2, 3, 5, 7, 11, 13, 17, 19, 23, 29}

Also, n (S) = 30 and n (E) = 10.

Exercise

If a leap year is selected at random, what is the chance it will contain 53 Sundays?

Solution

A leap year has 367 days, that is 52 complete weeks and two more days.
These two days will be two consecutive days of the week.
A leap year will have 53 Sundays if out of the two consecutive days of a week selected 

at random one is a Sunday.
Let S be the sample space and E be the event that out of the two consecutive days of a 

week, one is Sunday; then,
S  =  {(Sunday, Monday), (Monday, Tuesday), (Tuesday, Wednesday), (Wednesday, 
Thursday), (Thursday, Friday), (Friday, Saturday), (Saturday, Sunday)}

	 ∴ n (S) = 7

and
E  =  {(Sunday, Monday, Tuesday), (Friday, Saturday, Sunday), (Saturday, Sunday, 

Monday)}

	 ∴ n (E) = 3

Therefore, the required probability is

	
P E

n E
n S

( ) =
( )
( ) = 3

7

Exercise

A bag contains seven black and six white balls. Three balls are drawn at random. Find 
the probability that
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 1. All three balls are white
 2. All three balls are black
 3. One ball is black and two balls are white

Solution

Let S be the sample space, E1 be the event of getting three white balls, E2 be the event 
of getting three black balls and E3 be the event of getting one black ball and two white 
balls.

Therefore, n (S) = number of two ways of selecting 3 balls out of 13 (i.e. 7 black + 6 
white):

	
C3

13 13 12 11
1 2 3

286= × ×
× ×

=

 1. n (E1) = number of ways of selecting three white balls out of five:

	
C3

5 5 4 3
1 2 3

10= × ×
× ×

=

Therefore, P (getting three white balls) is

	

n E
n S

1( )
( )

	
= 10

286

	
= 5

143

 2. n (E2) = number of ways of selecting three black balls out of eight:

	
C3

8 8 7 6
1 2 3

56= × ×
× ×

=

Therefore, P (getting three red balls) is

	

n E
n S

2( )
( )

	
= 56

286

	
= 28

143
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 3. n(E3) = number of ways of selecting one black ball out of seven and two white 
balls out of six:

	 C C1
7

2
6×

	 = × ×( ) ×( )7 6 5 2 1/

	 = 105

Therefore, P (getting one black and two white balls) is

	

n E
n S

3( )
( )

	
= 105

286

Exercise

A card is drawn from a well-shuffled pack of playing cards. What is the probability that 
it is either a spade or an ace?

Solution

The equiprobable sample space of the experiment of drawing a card from a well-shuf-
fled pack of playing cards consists of 52 sample points.

Let A be the event that the card drawn is a spade.
Then, A consists of 13 sample points and

	
P A( ) = 13

52

Let B be the event that the card drawn is an ace.
Then, B consists of four aces and

	
P B( ) = 4

52

Now, (A ∩ B) consists of only one sample point, the ace of spades, and

	
P A B∩( ) = 1

52

Hence, P (the card drawn is either a spade or an ace) is

 P (A ∪ B)

	 = P (A) + P (B) – P (A ∩ B) (by addition rule)
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= + −13

52
4

52
1

52

	
= 16

52

	
= 4

13

Exercise

A class consists of 20 boys and 30 girls, of which half the boys and half the girls have 
blue eyes. Find the probability that a student chosen at random is a boy or has blue eyes.

Solution

The equiprobable sample space of the experiment of choosing a student from the class 
consists of 20 + 30 = 50 sample points.

Let A be the event that the student selected at random is a boy. Then, A consists of 20 
sample points and

	
P A( ) = 20

50

Let B be the event that the student selected at random has blue eyes. Then, B consists 
of 10 + 15 = 25 sample points and

	
P B( ) = 25

50

Event A ∩ B consists of 10 boys who have blue eyes. Hence,

	
P A B∩( ) = 10

50

Therefore, P (the student selected at random is a boy or has blue eyes) is

 P (A ∪ B)

	 = P (A) + P (B) – P (A ∩ B)

	 = 
20
50

25
50

10
50

+ −

	
= 7

10
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Exercise

The odds in favour of A hitting a target are 5:6, and those of B are 4:5. Find the prob-
ability of the target being hit at all, when they both try.

Solution

The target will be hit when

A alone hits, that is Event A occurs.
B alone hits, that is Event B occurs.
Both A and B hit, that is Event AB occurs.

Hence, it is a problem of a compound event which consists of both the exclusive and 
inclusive events.

Thus, according to the rules of both addition and subtraction, the required probability 
is given by

 P (A ∪ B) = P (A) + P (B) – P (AB)

where

	
P A P B and P AB P AB P A P B( ) = ( ) = ( ) = × … ( ) = ( ) × ( ){ }5

11
4
9

5
11

4
9

, , .

	
∴ ∪( ) = + − ×





P A B
5
11

4
9

5
11

4
9

	
= − =89

99
20
99

69
99

Exercise

Suppose that a bag contains 40 balls, of which 12 are red, 5 are white, 9 are yellow and 
14 are black. Find the probability of getting a white and a black ball.

Solution

The probability of getting a white ball is 5/40.
The probability of getting a black ball is 14/40.
The probability of getting a white and a black ball is calculated thus:

	
5
40

14
40

5 14
40

19
40

+ = + =

Exercise

Two cards are randomly drawn from a pack of 52 cards and thrown away. What is the 
probability of drawing an ace in a simple draw from the remaining 50 cards?
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Solution

There are three cases when two cards have been drawn from a pack of 52 cards:

Case 1: There is no ace in the cards thrown away; the probability of getting an ace 

out of 50 = 
4

50 .
Case 2: There is one ace in the cards thrown away; the probability of getting an 

ace out of 50 = 
3

50 .
Case 3: There are two aces in the cards thrown away; the probability of getting an 

ace out of 50 = 2
50

.

Hence, the required probability is

	
4

50
3

50
2

50
+ +

	
= 9

50

Exercise

A bag contains six white, five black, four yellow and five red balls. What is the probabil-
ity of getting a black or red ball at random in a single draw of one?

Solution

Total balls = 6 + 5 + 4 + 5 = 20
Probability of getting a black ball = 5/20
Probability of getting a red ball = 5/20
Therefore, the probability of getting a black or a red ball is

	
=  5

20
5
20

+

	
= 10

20

	 = 0 5.

Exercise

What is the probability of getting a total of either five or seven in a single throw with 
two dice?

Solution

Total ways N = 36
Let A = the sum of 5, which can be obtained as (1, 4), (2, 3), (3, 2), (4, 1).
So, favourable ways to A = 4.
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∴ ( ) =P A

4
36

Let B = the sum of 7, which can be obtained as (1, 6), (2, 5), (3, 4), (4, 3), (5, 2), (6, 1). So, 
favourable ways to B = 6.

	
∴ ( ) =P A

6
36

	 ∴ P (5 or 7) = P (A ∪ B) = P (A) + P (B)

	 = 
4

36
6
36

10
36

5
18

+ = =

Exercise

A card is drawn at random from a well-shuffled pack of 52 cards. Find the probability 
of getting

 1. A jack or a queen or a king
 2. A three of hearts or three of diamonds

Solution

 1. In a pack of 52 cards, we have four jacks, four queens and four kings.

Now, clearly a jack and a queen and a king are mutually exclusive events.
Also,

	
P a jack

C
C

( ) = = =1
4

1
52

4
52

1
13

	
P a queen

C
C

( ) = = =1
4

1
52

4
52

1
13

	
P a king

C
C

( ) = = =1
4

1
52

4
52

1
13

Therefore, by the addition theorem of probability,
P (a jack or a queen or a king) = P (a jack) + P (a queen) + P (a king)

	 = 
1

13
1

13
1

13
3

13
+ + =

 2. P (three of hearts or three of diamonds)  =  P (three of hearts)  +  P (three of 
diamonds)
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	 = 
1

52
1

52
1

52
3

52
+ + =

Exercise

Bag A contains three white and four red balls and Bag B contains five white and six red 
balls. One ball is drawn at random from one of the bags and it is found to be red. Find 
the probability that it was drawn from Bag B.

Solution

Let E1 ≡ the event of a ball being drawn from Bag A, E2 ≡ the event of a ball being drawn 
from Bag B, and E ≡ the event of a ball being red.

Since both bags are equally likely to be selected,

	
P E P E P

E
E

and P
E
E

1 2
1 2

1
2

4
7

6
11

( ) = ( ) = 





= 





=,

Therefore, the required probability is

	

P
E
E

P E P
E
E

P E P
E
E

P E P
E
E

2
2

2

1
1

2
2







=
( ) × 





( ) × 





+ ( ) × 





	

=
×

× + ×
=

+
=

1
2

6
11

1
2

4
7

1
2

6
11

3
11

2
7

3
11

21
43

Exercise

What is the chance of drawing a diamond face card from a pack of 52 well-shuffled 
cards?

Solution

A diamond card can be drawn out of 13 =  C1
13  = 13 ways.

Therefore, the probability of drawing a diamond card is 13/52 = ¼.

5.9 Summary

The concepts of probability were first developed to assist gamblers in games of chance, 
such as throwing dice or tossing a coin. However, the concepts were later applied in sev-
eral areas of management and space technology.

Probability concepts can be broadly classified into three major types based on the 
approaches to the study of probability theory: classical approach, relative frequency 
approach and subjective approach. This chapter discussed the rules of probability. It also 
discussed Bayes’ theorem of probability.
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The need to develop a formal and precise expression for uncertainty in decision making 
led to different approaches to probability measurement. These approaches, namely, the 
classical, relative frequency and subjectivists’ approaches, arose mainly to cater to differ-
ent types of situations where we face uncertainties. Certain results in probability theory 
which are helpful in this context have been presented. In the final section of this unit, we 
showed a method to revise the probability estimate as added information on the outcome 
of the experiment becomes available.

REVIEW QUESTIONS

 1. Give the meaning of probability.
 2. Bring out the properties of probability.
 3. Define probability and bring out the importance of probability.
 4. Define mutually exclusive events.
 5. Distinguish between independent and dependent events.
 6. What do we mean by compound probability?
 7. a. Define probability and explain the importance of this concept to statistics.
 b. State and explain Bayes’ theorem.
 8. Define the probability of the occurrence of an event. State and prove the addition 

theorem of probability.
 9. Explain what do you understand by the term probability. State and prove the addi-

tion and multiplication theorems of probability.
 10. Explain the concepts of independent and mutually exclusive events in probability. 

State the theorem of total and compound probability.

SELF-PRACTICE PROBLEMS

 1. A card is drawn at random from a pack of cards. What is the probability that it is 
either a heart or the queen of spades?

  [Answer: 14/52]
 2. A bag contains three red, four black and two white balls. What is the probability 

of drawing a red and a white ball, each ball being put back after it is drawn?
  [Answer: 4/27]
 3. What is the chance that a leap year, selected at random, will contain 53 Sundays?
  [Answer: 2/7]
 4. A bag contains five white and four black balls. They are drawn out one by one. 

Find the chance that the balls drawn will be alternatively white and black.
  [Answer: 1/126]
 5. Two cards are drawn at random from the ordinary pack. If either of them is a king 

or if both are kings, both cards are replaced; otherwise, they are not replaced. 
Another card is then drawn at random. What is the probability that it is a king?

  [Answer: 0.08]
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6
Statistical Decision Theory

6.1 Introduction

In every sphere of our life, we need to make various kinds of decisions. The ubiquity of 
decision problems, together with the need to make good decisions, has led many people, 
from different times and fields, to analyse the decision-making process. The analysis var-
ies with the nature of the decision problem, so that any classification base for decision 
problems provides us with a means to segregate the decision analysis literature.

A necessary condition for the existence of a decision problem is the presence of alternative 
ways of action. Each action leads to a consequence through a possible set of outcomes, the 
information on which might be known or unknown. One of several ways of classifying 
decision problems has been based on this knowledge about the information on outcomes.

This chapter discusses the framework of decision making and how decisions can be 
made under uncertainty. It also explains how one can use marginal analysis and decision 
trees for decision making.

Decision making is not an easy task for the management of an industry because of the 
complexity of a business situation in the case of several existing business management 
and industrial problems. In many business situations, a lot of reasoning and thinking 
are involved in the business decision making. In this context, there is a need for business 
decision theory and its analysis under different business situations.

The types of classification are

 1. The information on outcomes is rare deterministic and is known with certainty 
(decision making under certainty).

 2. The information on outcomes is probabilistic, with the probabilities known or 
unknown (decision making under uncertainty).

The theory that has resulted from analysing decision problems in uncertain situations is 
commonly referred to as decision theory. Business decision making, and its analysis, is of 
vital importance for industry management.

6.2 Decision Theory

Every manager has a set of objectives that are to be achieved through the process of 
decision making. These objectives may be related to an increase in profit, a reduction of 
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cost, an increase in turnover, the outsourcing of activities, an increase in market share and 
so forth. Decision theory can be applied to any type of decision situation. The decision may 
involve short-range or long-range consequences.

6.2.1 Certain Key Issues in Decision Theory

 1. Decisions can be viewed as either independent decisions or decisions figuring in 
the whole sequence of decisions that are made over a period of time.

 2. Depending on the planning horizon under consideration, we have either a single-
stage decision problem or a sequential decision problem. In real life, all decisions, 
past, present and future, can be considered sequential. The problem becomes com-
binatorial, and hence difficult to solve.

 3. Valid assumptions in most cases help to reduce the number of stages, and make 
the problem tractable.

6.2.2 Applications of Business Decision Making

 1. It is concerned with how to assist the management of an industry in making busi-
ness decisions.

 2. It provides a meaningful conceptual framework for improved business decision 
making.

 3. Select the most profitable investment portfolio. Decide whether to invest in a new 
plant, research programmes, marketing facilities, even risky orders, etc.

 4. It involves evolving modified business operation measures from time to time 
under varying business situations for achieving the maximised gains.

 5. Its goal is to minimise the total cost of production and other business interests and 
earn goodwill in the market by meeting its social responsibilities.

 6. Its goal is to maximise social welfare and the accruing total gains of business 
through the industry’s business operations, but not at the cost of society.

6.2.3 Framework for Decision Making

Some of the characteristics common for most decision theory problems are the states of 
nature.

It is very difficult to predict the exact outcome resulting from a decision made to solve a 
problem. Hence, every alternative course of action carries some uncertainty (as the success 
of this course of action is not within the domain of a manager making the decision, and he 
can only give a subjective probability of its occurrence).

Managers try to overcome this uncertainty by attaching some probabilities to the vari-
ous events that might take place.

6.2.4 Decision Making under Uncertainty

This is a problem situation where the probabilities associated with the occurrences of dif-
ferent states of nature are not known to the manager; that is, he does not have any prior 
data that could give the probability of occurrence of a particular state of nature.
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In business situations, there are many such problems that a manager has to solve. The 
strategy selected by a manager to find a solution depends to a great extent on him and the 
policy of the organisation. Thus, a manager has to assign some probability values to these 
states in order to find the expected value under uncertainty.

6.2.5 Concept of Business Decision Making and Business Decision

Business decision making is an important function of the management of an industry. 
Business decisions cannot be determined by the management of an industry, and business 
decision theories cannot be propounded and described without having a clear concept of 
business decision making.

It is a fundamental process of determining the most effective business operational strat-
egy or course of action. It is required to meet the preset objective of the business decision 
problem of an industry. With the help of the business-making process, the management of 
an industry can determine a practical, feasible and optimal business operational strategy. 
Such a decision of industrial management is known as its business decision.

6.3 Determinants

The management of an industry has to determine its rational business decisions from time 
to time under given business decision constraints. It has to analyse the causes and conse-
quences of its business operations at regular intervals.

Determinants of business decisions are discussed in the next subsections.

6.3.1 Business Environment

The business decisions made in such a business environment are found to be deterministic 
in nature. They do not involve competitive or probabilistic phenomena. Under certainty, the 
business decisions are determined by using the simplex method of linear programming or 
input/output analysis or activity analysis. If the business outcome gain or loss cannot be pre-
determined with certainty due to existing competitive, risky or probabilistic phenomena, then 
the business decisions made in such a business environment are found to be probable in their 
nature. The existing business situation is known as a stochastic or risky business situation.

The business decisions cannot be made with certainty under a business situation because 
of its uncertainty. In this case, the subjective judgement, that is the experience and skill of 
a business decision maker, is involved in determining the most suited business decision to 
the given business decision problem.

Under such a business situation of uncertainty, business decisions of the most suitable 
nature are determined by techniques such as matrix games and minimax/maximin/mini-
max regret criteria.

6.3.2 Business Objective

The available solution to the given business decision problem under given postulates of 
business constraints determines the required business decision, which is not possible in 
the absence of a preset business objective.
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6.3.3 Alternative Course of Action/Strategies

The manager analysing the problem has to select one of the two or more alternatives avail-
able to him. He must select an alternative that best achieves the objective of the organisa-
tion. For example, a manager facing a stock-out problem may have alternatives like

 1. Studying the nature of demand
 2. Maintaining additional inventory of finished goods
 3. Adopting just-in-time delivery systems

The business decision problem of an industry exists only when a set of two or more lim-
ited or unlimited courses of action/strategies are available.

6.3.4 Decision Pay-Off or Pay-Off Matrix

Depending on the strategy of the decision maker, each selected alternative or combination 
of alternatives will result in positive or negative costs known as pay-off.

It is a matrix representation of employed courses of action/strategies by the industry and 
their states of nature. The business outcome is represented for each combination of course 
of action/strategy and state of nature.

The pay-off matrix is important for formulating a business decision problem. The deci-
sion pay-offs may be a fixed pay-off or a random variable. In the former case, it is of a 
deterministic nature, and in the latter, it is of a probabilistic nature.

6.3.5 Decision Criteria

The decision criteria/rules are important in determining business decisions of an industry 
under given hypotheses formulated on the basis of various decision theories. These deci-
sion criteria act as a guide in the choice of the best course of action. They may be economic 
and quantitative or qualitative in nature.

Business decisions are taken to fulfil criteria such as maximising profit, minimising cost 
and minimising cycle time.

The degree of uncertainty is considered for the following business situations:

 1. Business decision making under certainty (deterministic business situation)
 2. Business decision making under risk (stochastic business situation)
 3. Business decision making under uncertainty (undeterministic business situation)

6.3.6 Miscellaneous Factors

 1. Various market competition
 2. Business location factor
 3. Financial position of an industry
 4. Consumer’s behavioural trends and patterns
 5. Nature and volume of business
 6. Cost of capital investments
 7. Business period
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 8. Means of business courses of action/strategies
 9. Interference of government (non-business group) and so forth

These factors are taken into account to analyse the reliability element of determined 
business decisions in a given period

 1. To endorse the required time-bound modifications
 2. To have best business performance
 3. To achieve its business ends without sacrificing its long-run business interest and 

goodwill
 4. To accomplish its social goal of maximising social welfare

6.4 Business Decision Theory under Certainty

Here, the business decision can be determined by the deterministic decision model when 
all the determinants (elements) of a business decision problem are known, that is

 1. Business environment
 2. Business outcome or decision pay-off of each course of action/strategy
 3. Business objective
 4. Set of alternative courses of action/strategies
 5. Decision pay-off matrix
 6. Decision criteria
 7. Miscellaneous factors of business decision

Exercise

Determine the best strategy from the given decision pay-off (gain) matrix shown in 
Table 6.1.

Solution

Apply the deterministic decision model approach (Table 6.2).
where:

TABLE 6.1

Decision Pay-Off (Thousands of Rupees)

Objective

Strategy O1 O2 O3 O4

S1 50 80 90 70
S2 110 60 40 210
S3 30 40 80 40
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 P1 = 50 + 80 + 90 + 70 = 290

 P2 = 110 + 60 + 40 + 210 = 420

 P3 = 30 + 40 + 80 + 40 = 190

Therefore, the required best (optimum) strategy is S2, where the total pay-off P is max-
imum, that is P2 = 420 (thousands of rupees).

Exercise

Determine the best strategy from the given decision pay-off (loss) matrix shown in 
Table 6.3.

Solution

Apply the deterministic decision model approach (Table 6.4).
where:

TABLE 6.2

Calculation of Total Pay-Off (Thousands of Rupees)

Objective

Strategy O1 O2 O3 O4 Total Pay-Off (Gain) P Remarks

S1 50 80 90 70 P1 = 290

S2 110 60 40 210 P2 = 420 Optimum strategy = S2

S3 30 40 80 40 P3 = 190

TABLE 6.3

Decision Pay-Off (Thousands of Rupees)

Objective

Strategy O1 O2 O3

S1 20 25 35
S2 35 40 45
S3 30 40 40
S4 50 20 30

TABLE 6.4

Calculation of Total Pay-Off (Thousands of Rupees)

Objective

Strategy O1 O2 O3 Total Pay-Off (Loss) P Remarks

S1 20 25 35 P1 = 80 Optimum strategy = S1

S2 35 40 45 P2 = 120

S3 30 40 40 P3 = 110

S4 50 20 30 P4 = 100
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 P1 = 20 + 25 + 35 = 80

 P2 = 35 + 40 + 45 = 120

 P3 = 30 + 40 + 40 = 110

 P4 = 50 + 20 + 30 = 100

Therefore, the required best (optimum) strategy is S1, where total pay-off P is maxi-
mum, that is P1 = 80 (thousands of rupees).

6.5 Business Decision Theory under Risk (Stochastic Business Situation)

Here, the business decision can be determined by the probabilistic decision model (or sto-
chastic model) under the existing competitive or risky business situation in which

 1. The decision maker often knows the probability of occurrence of each state of 
nature (event) and corresponding act.

 2. And also the pay-off of each state of Nature (event) and corresponding Act.

If the decision pay-off matrix of each state of nature and corresponding act without or 
with the probability of each state of nature is given, then the business decision, that is the 
choice of best (optimum) act (strategy) is determined by using either of the two decision 
criteria given below:

 1. Expected monetary value criterion (EMV criterion)
 2. Expected opportunity loss criterion (EOL criterion)

6.5.1 EMV Criterion

In both cases of given decision pay-off matrix of many states of nature (events) and corre-
sponding acts (or strategies) without or with the probability of each state of nature (event), 
the EMV of each act is calculated by the formulae given below.

6.5.1.1 Without Given Probability of Each State of Nature (Pj, Not Given)

 

EMV a i m
j

n

iji = = …
=

∑ , , , , .
1

1 2

where:
 EMVi  = EMV of ith act (or strategy)
 aij  = pay-off of ith act (or strategy) corresponding to jth state of nature (event)
 ∑  = summation
 i  = number of act (or strategy) or i = 1, 2, …, m
 j  = number of states of nature (events) or j = 1, 2, …, n
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6.5.1.2 With Given Probability of Each State of Nature (Pj, Given)

 EMV a P i m
j

n

ij ji = = …
=

∑
1

1 2, , , , .

where:
 EMVi  = expected monetary value of ith act (or strategy)
 aij  = pay-off of ith act (or strategy) corresponding to jth state of nature (event)
 Pj  = probability of occurrence of nature (event), Pj ≥ 0, Σ Pj ≤ 1
 ∑  = summation
 i  = number of act (or strategy) or i = 1, 2, …, m
 j  = number of states of nature (events) or j = 1, 2, …, n

Exercise

The decision pay-offs in thousands of rupees for each act and event are given in Table 6.5.
Determine the best (optimum) act by EMV criterion in the two cases (1) without the 

given probability of each event and (2) with the given probability of each event.

Solution

By EMV criterion

 1. Without the given probability of each event case (Table 6.6)
 where:

 EMVX = (−30) + 300 + 500 = 770

 EMVY = (−60) + (−200) + 700 = 440

 EMVZ = 300 + (−60) + 400 = 640

TABLE 6.6

Computation of Total EMV (Thousands of Rupees)

Events

Acts A B C Total EMV Remark

X –30 300 500 EMVX = 770 Optimum act = X
Y –60 –200 700 EMVY = 440

Z 300 –60 400 EMVZ = 640

TABLE 6.5

Decision Pay-Off (Thousands of Rupees)

Events

Acts A B C

X –30 300 500
Y –60 –200 700
Z 300 –60 400
Probability of events (P) 0.4 0.5 0.4
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  Here, the maximum total EMV is obtained by Act X. Therefore, the best 
(optimum) act is X, which yields Total EMVmax = 770 (thousands of rupees).

 2. With the given probability of each event case (Table 6.7)
  Using the formula of EMV criterion,

 
EMV a P

j

n

ij ji =
=

∑
1

  Therefore,

 EMVX = (−30) × 0.4 + 300 × 0.5 + 500 × 0.4 = 338

 EMVY = (−60) × 0.4 + (−60) × 0.5 + 700 × 0.4 = 156

 EMVZ = 300 × 0.4 + (−60) × 0.5 + 400 × 0.4 = 220

  Here, the maximum total EMV is obtained by Act X. Therefore, the best 
(optimum) act is X, which yields Total EMVmax = 338 (thousands of rupees).

6.5.2 EOL Criterion

In both cases of given decision pay-off matrix of many states of nature (events) and corre-
sponding acts (or strategies) without or with the probability of each state of nature (event), 
the EOL of each act is computed by the formulae given below.

6.5.2.1 Without Given Probability of Each State of Nature (Pj, Not Given)

 EOL l i m
j

n

iji = = …
=

∑
1

1 2, , , , .

where:
 EOLi = EOL of the ith act (or strategy)
 lij = opportunity loss of the ith act (or strategy) corresponding to the jth state of nature 

(event) or
 lij = maximum pay-off of the jth state of nature (event) – pay-off of the ith act (or 

strategy) corresponding to the jth state of nature (event) or

 l M a a M aij j ij lj j mj= ≤ ≤− ,

TABLE 6.7

Calculation of Total EMV (Thousands of Rupees)

Events

Acts A B C Total EMV Remark

X (–30) × 0.4 300 × 0.5 500 × 0.4 338 Optimum act = X
Y (–60) × 0.4 (–200) × 0.5 700 × 0.4 156

Z 300 × 0.4 (–60) × 0.5 400 × 0.4 220

Probability of events (P) 0.4 0.5 0.4
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 ∑ = summation
 i = number of act (or strategy) or i = 1, 2, …, m
 j = number of states of nature (events) or j = 1, 2, …, n

6.5.2.2 With Given Probability of Each State of Nature (Pj, Given)

 EOL l P i m
j

n

ij ji = = …
=

∑
1

1 2, , , , .

where:
 EOLi = EOL of the ith act (or strategy)
 lij =  opportunity loss of the ith act (or strategy) corresponding to the jth state of nature 

(event) or
 lij =  maximum pay-off of the jth state of nature (event) – pay-off of the ith act (or 

strategy) or

 l M a a M aij j ij lj j mj= ≤ ≤− ,

 Pj = probability of occurrence of nature (event), Pj ≥ 0, Σ Pj ≤ 1
 ∑ = summation
 i = number of act (or strategy) or i = 1, 2, …, m
 j = number of states of nature (events) or j = 1, 2, …, n

Exercise

The decision pay-offs in thousands of rupees for each act and event are given in Table 6.8.
Determine the best (optimum) act by EOL criterion in the two cases (1) without the 

given probability of each event and (2) with the given probability of each event.

Solution

Apply the EOL criterion:

 1. Without given probability of each event
 The formula is

 EOL l i m
j

n

iji = = …
=

∑
1

1 2, , , , .

TABLE 6.8

Decision Pay-Off (Thousands of Rupees)

Events

Acts A B C

1 60 220 300
2 30 60 340
3 –20 300 500
4 –30 400 450
Probability of event (P) 0.3 0.6 0.4
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 l M aij j ij= −

  The calculation of the total EOL (Table 6.9) shows that the best (optimum) 
act is 4, which results in total EOLmin = 140 (thousands of rupees).

 2. With given probability of each event case
 The formula is

 EOL l P i m
j

n

ij ji = = …
=

∑
1

1 2, , , , .

 l M aij j ij= −

The computation of the total EOL (Table 6.10) shows that the best (optimum) act is 4, 
which results in total EOLmin = 47 (thousands of rupees).

6.6 Business Decision Theory under Uncertainty

In uncertain business situations in which the decision maker knows the decision pay-off of 
each state of nature (event) and corresponding act but does not know the probabilities of the 
states of nature (events), the business decision can be determined by the following criteria:

 1. Maximin
 2. Minimax

TABLE 6.9

Calculation of Total EOL (Thousands of Rupees)

Events

Acts A B C Total EOL Remark

1 60 – 60 = 0 400 – 220 = 180 500 – 300 = 200 0 + 180 + 200 = 380

2 60 – 30 = 30 400 – 60 = 340 500 – 340 = 160 30 + 340 + 160 = 530

3 60 – (–20) = 80 400 – 300 = 100 500 – 500 = 0 80 + 100 + 0 = 180

4 60 – (–30) = 90 400 – 400 = 0 500 – 450 = 50 90 + 0 + 50 = 140 Optimum act = 4

TABLE 6.10

Computation of Total EOL (Thousands of Rupees)

Events

Acts A B C Total EOL Remark

1 (60 – 60) × 0.3 = 0 (400 – 220) × 0.6 = 108 (500 – 300) × 0.4 = 80 0 + 108 + 80 = 188
2 (60 – 30) × 0.3 = 9 (400 – 60) × 0.6= 204 (500 – 340) × 0.4 = 64 9 + 204 + 64 = 277
3 [60 – (–20)] × 0.3 = 24 (400 – 300) × 0.6= 60 (500 – 500) × 0.4 = 0 24 + 60 + 0 = 94
4 [60 – (–30)] × 0.3 = 27 (400 – 400) × 0.6 = 0 (500 – 450) × 0.4 = 20 27 + 0 + 20 = 47 Optimum 

act = 4
Probability 
event (P)

0.3 0.6 0.4
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 3. Maximax
 4. Laplace
 5. Hurwitz Alpha
 6. Regret

The choice to use any one of the above decision criteria by the decision maker depends 
on his or her personal judgement, experience and the company’s policy.

6.6.1 Maximin Criterion

This is a conservative approach to arrive at a business decision. Here,

 1. The minimum pay-off for each act of the given events is determined in the given 
decision pay-off matrix.

 2. The maximum of the determined minimum pay-offs is determined in it. The cor-
responding act to the determined maximin pay-off is the determined best (opti-
mum) act out of given acts in the decision pay-off matrix.

 3. In this case, the pay-off should be cost or any other economic variable of which 
minimum value is to be maximised by the best act.

Exercise

Determine the best act by the Maximin Criterion from the decision pay-off (cost) shown 
in Table 6.11.

Solution

Use the maximin criterion (Table 6.12).
This computation table of maximin (Table  6.12) shows that act a2 results in maxi-

min = –2. Therefore, the best act is a2.

TABLE 6.12

Computation of Maximin

States of Nature

Acts X1 X2 X3 X4 Min Maximin Remark

a1 –3 –4 6 4 –4

a2 –2 1 9 5 –2 –2 Best act = a2

a3 –4 –5 7 8 –5

TABLE 6.11

Pay-Off

States of Nature

Acts X1 X1 X3 X4

a1 –3 –4 6 4
a2 –2 1 9 5
a3 –4 –5 7 8
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6.6.2  Minimax Regret Criteria (Savage Principle) or 
Criterion of Pessimism or Wald’s Criterion

In this criterion, the decision maker ensures that he or she should earn no less or pay no 
more than some specified amount. Thus, he or she selects the alternative that represents 
the maximum of the minima or the minimum of the maxima in the case of loss pay-offs 
in each case of profit.

6.6.2.1 Working Method

Locate the minimum or maximum in the case of profit pay-off in the case of loss (or cost) 
values corresponding to each alternative.

Select an alternative with the best-anticipated pay-off maximum value for profit and 
minimum value for loss or cost.

As the decision maker is conservative about the future and anticipates the worst possible 
outcome minimum for profit and maximum for cost or loss, this is called a pessimistic 
decision criterion or Wald’s criterion.

This decision criterion was developed by L J Savage. He pointed out that the decision 
maker might experience regret after the decision has been made and the states of nature, 
that is events, have occurred.

Thus, the decision maker should attempt to minimise regret before actually selecting a 
particular alternative/strategy.

Steps

 1. Determine the amount of regret corresponding to each alternative for every 
state of nature. The regret for the jth event corresponding to the ith alternative 
is given by

 j regret maximum pay-off i pay-off  for the i eventth th th= −( )
 2. Determine the maximum regret amount for each alternative.
 3. Choose the alternative which corresponds to the minimum of the above maxi-

mum regrets.

It is an optimistic approach to arrive at a business decision. Here,

 1. The pay-off for each act of the given events is determined in the given decision 
pay-off matrix.

 2. The minimum of the determined maximum pay-offs is determined in it.
 3. The corresponding act to the determined minimax pay-off is the determined best 

(optimum) act out of given acts in the decision pay-off matrix. In this case, the pay-
off should be a profit or any other economic variable of which the maximum value 
is to be minimised by the best act.

Exercise

Determine the best act by minimax criterion from the decision pay-off (cost) shown in 
Table 6.13.
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Solution

Use the maximin criterion (Table 6.14).
This calculation table of maximin (Table 6.14) shows that act a3 results in maximin = 5. 

Therefore, the best act is a3.

6.6.3 Maximax Criterion

Here, the decision maker ensures that he or she should not miss the opportunity to achieve 
the greatest possible pay-off or lowest possible cost.

He or she selects the alternative decision choice or course of action that represents 
the maximum of the maxima or the minimum of the minima pay-off consequences or 
outcomes.

6.6.3.1 Working Method

 1. Find the maximum or minimum pay-off values corresponding to each alternative 
or course of action.

 2. Select an alternative with the best-anticipated pay-off maximum value for profit 
and minimum value for cost.

Since in this criterion the decision maker selects an alternative with the largest or lowest 
possible pay-off value, it is called an optimistic decision criterion.

It is the most optimistic approach to arrive at a business decision. Here,

 1. The maximum pay-off for each act of the given event is determined in the given 
pay-off matrix.

 2. The maximum of the determined maximum pay-offs is determined in it.
 3. The corresponding act to the determined maximax pay-off is the determined best 

optimum act out of given acts in the decision pay-off matrix.

TABLE 6.14

Calculation of Maximin

States of Nature

Acts X1 X2 X3 X4 Max Minimax Remark

a1 6 –3 8 11 11

a2 –2 4 7 –3 7

a3 5 1 –6 4 5 5 Best act = a3

TABLE 6.13

Pay-Off

States of Nature

Acts X1 X2 X3 X4

a1 6 –3 8 11
a2 –2 4 7 –3
a3 5 1 –6 4
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In this case, the pay-off should be a profit or any other economic variable of which 
maximum value is to be maximised by the best act.

Exercise

Determine the best act by maximax criterion from the pay-off (profit) shown in Table 6.15.

Solution

Use the maximax criterion (Table 6.16).
The computation table of maximax (Table  6.16) shows that act a3 results in maxi-

max = 21. Therefore, the best act is a3.

6.6.4 Equally Likely Decision (Laplace Criterion)

As the probabilities of states of nature are not known, it is assumed that all states of nature 
will occur with equal probability; that is, each state of nature is assigned an equal probability.

As states of nature are mutually exclusive and collectively exhaustive, so the possibility 
of each of these must be 1/(number of states of nature).

6.6.4.1 Working Method

 1. Assign an equal probability value to each state of nature by the formula 1/(number 
of states of nature).

 2. Calculate the expected or average pay-off for each alternative course of action, by 
adding all the pay-offs and dividing by the number of possible states of nature or 
by applying the formula.

  Probability of state of nature j and Pij pay-off value for the combination of the 
alternative and state of nature j

TABLE 6.15

Pay-Off

States of Nature

Acts X1 X2 X3 X4

a1 6 4 8 10
a2 9 13 16 –2
a3 1 9 21 5

a4 –6 4 –3 2

TABLE 6.16

Computation of Maximax

States of Nature

Acts X1 X2 X3 X4 Max Maximax Remarks

a1 6 4 8 10 10

a2 9 13 16 –2 16

a3 1 9 21 5 21 21 Best act = a3

a4 –6 4 –3 2 4
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 3. Select the best expected pay-off maximum value for profit and minimum value for 
cost.

  This criterion is not of much practical utility, as the decision maker is generally 
not completely ignorant of the various states of nature and the chances of their 
occurrence.

  It is useful when there is no information about the probability of occurrence of 
various events and the decision pay-off matrix is given.

Here,

 1. The equal probability for each event is assumed on the basis of equal likelihood 
and the total expected pay-off (total EMV) of each act is calculated in the given 
decision pay-off matrix.

 2. The maximum total EMV, that is total EMVmax, is determined in it.
 3. The corresponding act to the determined total EMVmax is the determined best 

(optimum) act out of given acts in the decision pay-off matrix.

  Here, the pay-off should be a profit or any other economic variable of which the 
total EMV is to be maximised by the best act.

Exercise

Determine the best act by the Laplace criterion from the pay-off (profit) in Table 6.17.

Solution

Use the Laplace criterion. On the basis of equal likelihood, all five events are assumed to 
have equal probabilities of occurrence. Therefore, each event is assigned a probability of 
0.2. The computation table of the total EMV is given in Table 6.18.

This calculation table of total EMV (Table 6.18) shows that a3 is the best act because it 
gives the maximised total EMV, that is Total EMVmax = 5.8.

6.6.5 Criterion of Realism (Hurwicz Alpha Criterion)

Here, a rational decision maker should be neither completely optimistic nor pessimistic, 
and therefore must display a mixture of both.

Leonid Hurwicz introduced the idea of a coefficient of optimism, denoted by α, to mea-
sure the decision maker’s degree of optimism.

TABLE 6.17

Pay-Off

Events

Acts X1 X2 X3 X4 X5

a1 5 1 –6 4 7
a2 –3 7 10 2 7
a3 8 4 3 5 4
a4 9 6 –4 6 3
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This coefficient lies between 0 and 1, where 0 represents a completely pessimistic attitude 
about the future and 1 is a completely optimistic attitude about the future. Thus, if α is the 
coefficient of optimism, then (1 – α) represents the coefficient of pessimism.

According to Leonid Hurwicz, the maximin and maximax criteria are two extremes 
on the scale of optimism. The first criterion represents dismal pessimism, and the other 
represents wild optimism.

In between these two, there may be a criterion which determines the decision with the 
help of the degree of optimism (α), where 0 ≤ α ≤1.

When α = 0, then there exists a maximin criterion (total pessimism). On the other hand, 
when α = 1, then there exists a maximax criterion (total optimism).

According to this criterion, the decision index of each act is calculated from the given 
decision pay-off matrix by the formula

 D M m1 1 11= +× −( ) ×α α

where:
 D1 = decision index of ith act
 α = coefficient of optimism
 M1 = maximum pay-off from any of the outcomes resulting from the ith act
 m1 = minimum pay-off from any of the outcomes resulting from the ith act

The calculated highest values decision index determines the best act in a given decision 
pay-off, where the value of α is given (assumed).

Exercise

Determine the best act by the Hurwicz criterion from the decision pay-off shown in 
Table 6.19, given α = 0.6.

TABLE 6.19

Pay-Off

Events

Acts X1 X2 X3

a1 35 25 20
a2 50 30 15
a3 70 35 13

TABLE 6.18

Calculation of Total EMV

Events

Acts X1 X2 X3 X4 X5 Total EMV Remark

a1 5 × 0.2 = 1.0 1 × 0.2 = 0.2 (–6) × 0.2 = –1.2 4 × 0.2 = 0.8 7 × 0.2 = 1.4 2.2

a2 (–3) × 0.2 = –0.6 7 × 0.2 = 1.4 10 × 0.2 = 2.0 2 × 0.2 = 0.4 7 × 0.2 = 1.4 4.6

a3 8 × 0.2 = 1.6 4 × 0.2 = 0.8 3 × 0.2 = 0.6 5 × 0.2 = 1.0 4 × 0.2 = 0.8 5.8 Best act = a3

a4 9 × 0.2 = 1.8 6 × 0.2 = 1.2 –4× 0.2 = –0.8 6 × 0.2 = 1.2 3 × 0.2 = 0.6 4.0

Probability of 
events (P)

0.2 0.2 0.2 0.2 0.2
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Solution

Use the Hurwicz criterion (Table 6.20).

 D M m1 1 11= +× −( ) ×α α

 a a= − = − =0 6 1 1 0 6 0 4. , . . 

The calculation table of decision index (Table 6.20) shows that the best act is a3, which 
represents the highest-valued decision index, that is 47.2.

6.6.6 Regret Criterion

This criterion is between Maximin and Maximax Criteria. According to this, the ‘expected 
opportunity loss’ of each act, of corresponding event, is computed in the decision pay-off 
matrix and thus the expected opportunity loss (EOL) or regret table is obtained by the 
following formula.

 l M aij j ij= −

where:
 lij = opportunity loss of the ith act corresponding to the jth event
 Mj = maximum pay-off of the jth event
 aij = pay-off of the ith act corresponding to the jth event

The maximised value of EOL of each act is determined in the regret criterion table. 
The corresponding act is the best act which gives the minimum value of the determined 
maximised values of EOL of given acts in the computed regret criterion table.

Exercise

Determine the best act by the regret criterion from the decision pay-off shown in 
Table 6.21.

TABLE 6.20

Calculation of Decision Index

Events

Acts X1 X2 X3 Decision Index (D) Remark

a1 35 25 20 0.6 × 35 + 0.4 × 20 = 29.0

a2 50 30 15 0.6 × 50 + 0.4 × 15 = 36.0

a3 70 35 13 0.6 × 70 + 0.4 × 13 = 47.2 Best act = a3

TABLE 6.21

Pay-Off

Events

Acts S1 S2 S3 S4

a1 1 –2 8 –4
a2 –6 9 –3 –3
a3 –11 5 16 13
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Solution

Use the regret criterion (Table 6.22).

 l M aij j ij= −

where:
 lij = opportunity loss of the ith act corresponding to the jth event
 Mj = maximum pay-off of the jth event
 aij = pay-off of the ith act corresponding to the jth event

The calculation table of EOL or the regret criterion shows that the best act is a3, which 
results in a minimum value of 12 for the EOLmax values of given acts a1, a2 and a3.

6.7 Decision Tree Analysis

This is a diagrammatic presentation of a decision process. It is an excellent tool for

 1. Making financial or number-based decisions where a lot of complex information 
needs to be taken into account

 2. Providing an effective model in which alternative decisions and the implications 
of making those decisions can be laid down and evaluated

 3. Helping the managers to get an accurate, balanced picture of the risks and rewards 
that can result from a particular decision

 4. Evaluating the risk in decisions concerning investments, new product launch, out-
sourcing and so forth

Guidelines to Draw a Decision Tree

 1. Start with a decision that needs to be made. This decision is represented by a small 
square; usually decision trees are drawn from left to right.

 2. Each possible solution is represented by a line drawn from the decision square 
diverging to the right, and the solution is written along the line. These lines end 
with a result.

 3. When the result of making that decision is uncertain, draw a small circle to repre-
sent that result/event.

TABLE 6.22

Calculation of Regret Criterion

Acts

EOLs of Events

EOLmax RemarkS1 S2 S3 S4

a1 1 – 1 = 0 9 – (–2) = 11 16 – 8 = 8 13 – (–4) = 17 17

a2 1 – (–6) = 7 9 – 9 = 0 16 – (–3) = 19 13 – (–2) = 15 19

a3 1 – (–11) = 12 9 – 5 = 4 16 – 16 = 0 13 – 13 = 0 12 Best act = a3
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 4. If the result is a decision, draw another square. Here, squares represent decisions 
and circles represent uncertainty (event) or random factors.

 5. When the solution is complete at the end of the line, leave it blank. Figure 6.1 shows 
what a decision tree looks like.

 6. Review this to find out whether any other solutions or outcomes can be considered 
for further evaluation. Then, prepare a final decision tree diagram.

Example 6.1: Construction of Decision Tree

A textile company is making plans to either launch a new product or consolidate its 
existing products. The company can launch new products in the market in two ways: 
(1) through detailed product development and (2) through rapid product development. 
If the company wants to consolidate, then it would do so by either strengthening its 
existing products through advertising and promotion or reaping the benefits of the 
brand name of the company without making any additional investments. For this deci-
sion, the company has employed a market research firm to find the market reaction 
of its products. The market research firm, after conducting a survey of the company’s 
products, found that the market may have three reactions, good, average and poor, and 
accordingly calculated the profits for each reaction.

If the company goes for the detailed product development for launching new products, 
then it can make a profit of Rs. 1,000,000 when the market reaction is good, Rs. 50,000 
when it is average and Rs. 2,000 it is when poor, and the probabilities of such reactions 
are 0.4, 0.4 and 0.2, respectively.

If the company goes for rapid product development for launching new products, 
then the company can make a profit of Rs. 800,000 when the market reaction is good, 

Decision Events

S1

S2

E1

E2

E1

E2

S3

S4

S3

S4

S4

S3

P1

P2

P3

P4

P5

P6

P8

P7

P9

FIGURE 6.1
Decision tree model.
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Rs. 25,000 when it is average and Rs. 2,000 when it is poor, and the probabilities of such 
reactions are 0.2, 0.1 and 0.7, respectively.

If the company strengthens its existing products for consolidation, then it can make 
a profit of Rs. 300,000 when the market reaction is good, Rs. 20,000 when it is average 
and Rs. 6,000 when it is poor, and the probabilities of such reactions are 0.2, 0.4 and 0.4, 
respectively.

If the company goes for consolidation of its existing products without making any 
additional investments, that is reaping the existing products, then the company can 
make a profit of Rs. 20,000 when the market reaction is good, Rs. 9,000 when it is average 
and Rs. 6,000 when it is poor, and the probabilities of such reactions are 0.3, 0.2 and 0.5, 
respectively. The detailed development cost is Rs. 150,000, and the rapid development 
cost is Rs. 80,000, while the cost for strengthening the existing products is Rs. 30,000. 
Now, the company has to decide whether to launch new products or consolidate exist-
ing products. Figure 6.2 shows the decision tree for this problem.

Exercise

A textile company is contemplating the introduction of a revolutionary new product 
with new packaging to replace the existing product at a much higher price (S1) or a 
moderate change in the composition of the existing product with new packaging at a 
small increase in price (S2) or a small change in the composition of the existing, except 
the word new, with a negligible increase in price (S3). The three possible states of nature 
or events are (1) high increase in sales (N1), (2) no change in sales (N2) and (3) decrease in 
sales (N3). The marketing department of the company worked out the pay-offs in terms 

New product 
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Detailed 
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development
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product

Reap benefits of 
its brand name

Market reaction

Market reaction

Good

Average

Poor

Good

Average

Poor
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FIGURE 6.2
Decision tree model for textile company.
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of yearly net profits for each of the strategies of three events (expected sales). This is 
represented in Table 6.23.

Which strategy should the concerned executive choose on the basis of the following 
criteria?

 1. Maximin
 2. Maximax
 3. Minimax regret
 4. Laplace

Solution

The pay-off matrix is rewritten as follows:

 1. Maximin criterion (Table 6.24)
  The maximum of the column minima is 400,000. Hence, the company 

should adapt strategy S3.
 2. Maximax criterion (Table 6.25)

  The maximum of the column maxima is 800,000. Hence, the company 
should adopt strategy S1.

TABLE 6.23

Pay-Off Matrix

Strategies

States of Nature

N1 N2 N3

S1 800,000 400,000 250,000
S2 600,000 550,000 0
S3 400,000 400,000 400,000

TABLE 6.24

Pay-Off Matrix (Maximin Criterion)

Status of Nature

Strategies

S1 S2 S3

N1 800,000 600,000 400,000
N2 400,000 550,000 400,000
N3 250,000 0 400,000
Column minimum 250,000 0 400,000

TABLE 6.25

Pay-Off Matrix (Maximax Criterion)

Status of Nature
Strategies

S1 S2 S3

N1 800,000 600,000 400,000
N2 400,000 550,000 400,000
N3 250,000 0 400,000
Column maximum 800,000 600,000 400,000
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 3. Minimax regret criterion (Table 6.26)
  Hence, the company should adopt the minimum opportunity loss strategy, S1.

 4. Laplace criterion (Table 6.27)
  Since we do not know the probabilities of states of nature, assume that they 

are equal. For this example, we would assume that each state of nature has a 
one-third probability of occurrence.

  Since the largest expected return is from strategy S1, the executive must 
select strategy S1.

6.8 Summary

In today’s competitive environment, a manager has to fulfil various objectives, and in 
this process, he or she has to make decisions that are in line with the objectives. Some of 
the characteristics common for most decision theory problems are alternative courses of 
action, uncertainty and pay-off. In a business context, decisions are made under uncer-
tainty or with perfect information. This chapter discussed various strategies adopted by 
managers while making decisions under uncertainty.

Decision theory provides us with the framework and methods for analysing decision 
problems under uncertainty. A decision problem under uncertainty is characterised by 
different alternative course of action and uncertain outcomes corresponding to each 
action. We have used the criterion of maximising the EMV. Thus, EMV basically assumes 
that the decision marker is risk neutral. We have seen how instead of maximising the 
EMV, we can maximise the expected preference, and thereby consider the decision 
maker’s attitude towards risk. Also, we have examined certain other criteria that are 
helpful in making decisions, when the probabilities of occurrence of the outcomes are 
not known.

TABLE 6.27

Pay-Off Matrix (Laplace Criterion)

Strategy Expected Return (Rs.)

S1 1/3(800,000 + 400,000 + 250,000) = 483,333.33
S2 1/3(600,000 + 550,000 + 0) = 383,333.33
S3 1/3(400,000 + 400,000 + 400,000) = 400,000

TABLE 6.26

Pay-Off Matrix (Minimax Regret Criterion)

Status of Nature

Strategies

S1 S2 S3

N1 800,000 – 800,000 = 0 800,000 – 600,000 = 200,000 800,000 – 400,000 = 400,000
N2 550,000 – 400,000 = 150,000 550,000 – 550,000 = 0 550,000 – 400,000 = 150,000
N3 400,000 – 250,000 = 250,000 400,000 – 0 = 400,000 400,000 – 400,000 = 0
Maximum 
opportunity loss

250,000 400,000 400,000
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REVIEW QUESTIONS

 1. Briefly explain business decision.
 2. Briefly explain the stages of business decision.
 3. Describe in brief different decision-making criteria and discuss the Bayesian crite-

rion in detail.

SELF-PRACTICE PROBLEMS

 1. Apply the minimax regret criterion to solve the following decision problem:

E1 E2 E3 E4

A1 30 –2 70 20
A2 300 70 5 10
A3 100 160 –10 5

 2. Apply the EMV criterion to solve the following decision problem:

A1 A2 A3 Probability

E1 20 –15 –120 0.2
E2 300 450 500 0.8
E3 600 750 550 0.1

 3. The research department of Hindustan Lever has recommended to its marketing 
department the launch of a shampoo and has provided three different types. The 
marketing manager has to decide on one of the types of shampoo to be launched 
under the following estimated pay-offs for various levels of sales:

Type of Shampoo

Estimated Levels of Sales

16,000 12,000 6,000

Amla shampoo 40 20 20
Dove shampoo 50 25 6
Sunsilk shampoo 45 30 5

  What will be the marketing manager’s decision when each of the following 
criteria are applied?

 a. Maximin
 b. Minimax
 c. Maximax
 d. Laplace
 e. Regret
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7
Linear Programming and Problem Formulation

7.1 Introduction

Basically, statistics are classified as descriptive statistics and programmed statistics.
Descriptive statistics include mean, median, mode, range, interquartile range, quartile 

deviation, mean deviation, variances and standard deviation. Programmed statistics 
include operation research, χ2-test and decision theory. Operation Research includes 
the linear programming problem (LPP), cybernetics, organisation theorem, behavioural 
sciences, general system theory, logic, mathematics and statistics.

Linear programming was developed by George B Dantzing during World War II to plan 
expenditure and returns in such a way that the costs to the U.S. Army decreased and the 
losses to the enemy increased. Today, linear programming has become the central tech-
nique of operational research and is used to determine an optimum schedule of interde-
pendent activities in view of available resources.

In many activities, we often face the problem of optimisation (maximisation or 
minimisation) of profit, sales, cost labour and so forth, subject to a set of constraints. The 
constraints may concern demand for commodities, availability of raw materials, storage 
space, variation in costs and so on. In such situations where conditional optimisation is 
required, we may adopt the linear programming model (LPM).

It is a technique useful in solving decision-making problems which involve maximising 
a linear objective function subject to a set of linear constraints.

7.2 Linear Programming Problem

7.2.1 Linearity

The equation y = a + bx is a linear, and the equation y = a + bx + cx2 is parabolic and 
not linear. In equation y = a + bx, all variables have a power of 1, meaning they possess 
linearity.

 1. LPP is a recently developed branch of mathematics.
 2. George Dantzing formulated general LPP.
 3. The acronym LP is a combination of two different terms: linear and programming.
 4. Linearity signifies the nature of the relationship between variables; it is defined as 

a straight line and exhibits the pattern of a straight line when plotted on a graph.
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 5. Programming is a process or procedure to be carried out in a systematic and 
predetermined way to achieve an objective. It is an activity that passes through a 
series of logical sequences under a set of condition to reach a particular goal.

7.2.2 Definition of LPP

Linear programming, one of the techniques of operations research, has been applied to 
a wide range of business and economic problems. It is a technique for determining an 
optimum schedule of interdependent activities in view of available resources. LPP is also 
useful in solving problems in finance, budgeting and investment.

Mathematician Kohlar has defined linear programming as a method of planning and 
operation, involved in the construction of a model, of a real situation, containing the 
following elements:

 1. Variables representing the available choices
 2. Mathematical expressions
 3. Relation of the variables to the controlling conditions
 4. Reflection of the criteria to be used in measuring the benefits derivable from each 

of several possible plans
 5. Establishment of the objective

7.2.3 Features of LPP

 1. The relationship between variables is linear.
 2. The objective function should be linear in its variable.
 3. The equation or inequation which represents the limitation of resources is also 

linear.
 4. Mathematic techniques are designed, developed and operated on mathematical 

principle.
 5. The programme is optimised.
 6. Concern is optimised by minimising some quantity and maximising some 

quantity.
 a. Minimising quantities = cost, expenses, losses and so forth
 b. Maximising quantities = profit, sale
 7. It deals with interdependent activity and can influence the behaviour of other 

elements.
 8. Restrictions or constraints exist in the problem to some extent.
 9. It deals only with quantitative elements.

7.2.4 Importance of LPP

Linear programming technique is extensively used in management, administration, 
trade and industry. Its uses are so extensive that wherever there is a need for planning 
under uncertainty, choosing the best course of action from various alternatives, linear pro-
gramming is applied. With the development of scientific management, managers started 
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exploring new techniques to maximise returns and minimise costs. This policy of modern 
management made linear programming an important technique in business. Its impor-
tance as a technique can be studied in the following areas.

7.2.4.1 Modern Management

The administration and organisation of trade or non-trade concerns includes a congre-
gation of different departments, sections, branches or units. Some of the departments 
play a key role in the achievement of organisational goals, and others are supportive. Its 
common features are that the resources, such as capital, raw materials, skilled employees 
and machinery, are scarce and needs are more. The technique of linear programming 
allocates the limited resources in a logical way so that key departments can function 
more perfectly.

Scientific management approaches the problems with standardisation of task and mini-
misation of cost. Optimisation of the capacity of humans and machinery, tools, equipment 
and so forth is another objective of scientific management. Such issues can be determined 
with the help of linear programming.

Top executives continuously encounter problems when several levels exist in a mana-
gerial hierarchy with different departments, where they work with different objectives 
and styles. Multiple and conflicting objectives of key departments confuse the policy 
makers and planners planning the activities of each department to achieve institu-
tional goals. The linear programming technique gives a rational and logical knowledge 
of the role of different departments, so that the policy makers can identify the key 
departments.

Coordination and control functions can also be made effective by choosing the most 
suitable course of action with the logic of linear programming.

Assigning tasks to employees working with different time schedules around the clock, 
such as TV, radio, railways and police departments, can be made more convenient, eco-
nomical and suitable with the technique of linear programming. This has very specific 
applications where staff are fewer and tasks to be accomplished are more, and in prepar-
ing time schedules for different groups in different ways, without dissatisfying any group 
of employees.

7.2.4.2 Industry

Industry frequently experiences a common problem of less raw material, less number of 
available working hours of machines and so forth, compared with the requirements of pro-
duction. If the capacity and demand in the market for products x and y is the availability of 
100 units of raw materials, and the working capacity of machines is less than 100 units, this 
situation creates a problem of allocation of limited resources and time. Under such a situ-
ation, the linear programming technique suggests the most profitable channels to divert 
limited resources, so that profit can be maximised.

 1. Product mix is another area where linear programming can be applied to deter-
mine the most profitable product mix. It suggests the products which can give 
maximum returns if produced to the optimum level.

 2. Productivity can be improved by determining an ideal and profitable combination 
of inputs to be purchased and stored for optimum utilisation. It helps to reduce the 
costs of idle storage and maximises productivity per unit.
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7.2.4.3 Other Uses

 1. Linear programming can be applied in the determination of the investment 
pattern of different assets. Portfolio managers use this technique in the analysis of 
risk and return of different securities and assets.

 2. The technique can be used for military and police operations during emergency 
conditions or political crisis.

 3. Linear programming helps to minimise the cost of transportation of products to 
different destinations within and outside of the industry.

 4. Advertising agencies and sale promotion departments apply the technique of 
linear programming to select a suitable medium to advertise, such as the press, 
TV or posters, under the given limitation and advantages of each medium.

 5. It can be used for the determination of an economical distribution system that will 
minimise transportation costs between two points of travel or the transport of 
humans and material.

7.2.5 Applications of Linear Programming

 1. Blending problems
 2. Production planning
 3. Oil refinery management
 4. Distribution
 5. Financial and economic planning
 6. Manpower planning
 7. Farm planning
 8. Selection of a product mix to maximise the profit
 9. Determination of the capital budget which maximises the net present value (NPV) 

of the firm
 10. Choice of mixing short-term financing which minimises the cost subject to certain 

funding constraints

It is an optimisation technique that is useful not only in industry and business but also 
in non-profit organisations.

7.2.6 Requirements of an LPP

 1. The problem must have a well-defined single objective to achieve. For example, 
a firm manufactures two types of furniture, chairs and tables. The firm, in order 
to apply linear programming concepts for its production problems, should have a 
major objective, say profit maximisation.

 2. There must be alternative courses of action, one of which will achieve the objec-
tive. For example, the firm may allocate its production resources, like raw materi-
als and manufacturing capabilities, to chairs and tables in the ratio of 1:1, 1:2, 2:1 or 
some other ratio.
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 3. The decision variables must be continuous in nature. That is, the number of chairs 
and tables to be manufactured is flexible enough to take any non-negative values 
within a range.

 4. Resources must be limited in supply, and achievement of the objective function is 
restricted by these constraints. That is, the furniture plant has limited manpower 
and machine-hours available. Hence, the more it allocates for chairs, the fewer 
tables it can make.

  The objective and constraints must be linear functions. That is, the manager 
should be able to express the firm’s objectives and limitations (constraints) in the 
form of linear mathematical equations or inequalities. For example, suppose a 
manager has been given resources for use (i.e. available man-hours, quantity of 
raw material, machine time, etc.).

 a. The quantity of available resources is known to the manager.
 b. The objective is to determine the resources required or utilisation to optimise 

the goal of the firm, which can be profit maximisation, sales maximisation, 
cost optimisation and so forth.

 c. This situation requires a search for the variables that affect the objective and 
are subject to certain constraints. With the help of decision variables, their con-
straints, equalities or inequalities can be formed.

 d. They provide the optimal solution to achieve the objective.

7.2.7 Formulation of LPP

Formulation is important because it gives the meaning of the business decision problem. 
It is used to mean the process of converting the oral description into mathematical expres-
sions, which represent the relevant relationships among decision factors, objectives and 
restrictions on the use of resources.

The general LPP with n decision variables and m constraints can be stated in the 
following form:

Let z be a linear function defined by

	 z c x c x c xn n= + +…+1 1 2 2  (7.1)

x1, x2, x3, …, xn are decision variables.
where cj (j = 1, 2, 3, …, n) are constants. Let aij be an m × n real matrix and let {b1, b2, 

…, bm} be a set of constants such that

	

a x a x a x b

a x a x a x b

a x a x a

11 1 12 2 1n n 1

21 1 22 2 2n n 2

m1 1 m2 2 m

+ +…+ ≥
+ +…+
+ +

≥

nn n mx b≥  (7.2)

and

	 x j 1, 2, , nj ≥ = …0,  (7.3)
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The problem of determining (x1, x2, …, xn), which makes z minimum or maximum, 
which satisfies Equations 7.2 and 7.3, is called the general LPP.

The linear function z = c1x1 + c2x2 + …+ cnxn is called the objective function of the 
general linear problem.

Equation 7.2 is called the constraints of the general LPP.
Equation 7.3 is usually known as the set of non-negative restrictions of the general 

LPP.
Solution: (x1, x2, …, xn) real numbers which satisfy the constraints of the general LPP 

are called a solution.
Feasible solution: Any solution to a general LPP which satisfies the non-negative 

restrictions of the problem is called a feasible solution to the general LPP.
Optimum solution: Any feasible solution which optimises (minimises or maximises) 

the objective function of the general LPP is called the optimum solution.

The goal of the linear programming model is to maximise or minimise the objective 
function. In the case of maximisation of the objective function, the sign of the constraint 
function is ≤. In the case of minimisation of the objective function, the sign of the con-
straint function is ≥. Constraints may be represented by either inequalities or equalities.

7.2.8 Essential Requirements to Formulate LPP

The following are the basic requirements to apply the technique of LPP to optimise the 
achievement.

7.2.8.1 Decision Variables

Identify the variables that can be controlled or changed in order to optimally achieve the 
objective function. These variables have to be defined precisely and completely.

Problems arise when several tasks or activities or products compete for limited resources. 
These competing products or elements are called decision variables. A decision variable 
is any activity competing with other activities for limited resources. This is a common 
problem in the context of industrial production, where several products, activities (depart-
ments) and so forth compete for limited resources, capital or raw materials or time. It is 
necessary to decide the quantities of resources to be analysed for the variables that con-
tribute the maximum towards achieving institutional objectives. The relationship among 
these variables should be linear.

7.2.8.2 Objective Function

This is represented by a linear mathematical function, with the objective (minimisation or 
maximisation) precisely defined.

The linear function which is to be optimised is called the objective function. The purpose 
is expressed along with the constraints in the form of linear equations. Thus, the total 
process of LPP is to achieve the predetermined objectives, which aim at maximisation or 
minimisation of the results under study. The objective is expressed in the form of a func-
tion or equation; therefore, it is called the objective function. The objective is maximisation 
in the case of output; profits; productivity of humans, machines or materials; returns; and 
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so forth. Minimisation is applied in the case of expenses, investment, wastage, loss, cost 
of production and so forth. To determine the objective function, profit or cost has to be 
assessed. In stating the objective function, variables are expressed in the form of X1, X2 and 
so forth.

The objective of LPP is optimisation, but it is necessary to define or clearly express whether 
the objective is to maximise the returns or minimise the costs using the given resources. If 
Z is a profit maximisation objective, then it can be defined as Z = 12X1 + 10X2 + 8X3.

7.2.8.3 Constraint Function

Identify all the constraints. Express them in the form of linear mathematical inequalities. 
Several problems arise in business or general administration when it is difficult to bal-
ance between demand for and supply of resources. For example, if supply is greater than 
demand, it leads to increased overhead costs and wastage. If demand is greater than sup-
ply, it leads to low productivity and indirect losses. Problems will be very critical when 
essential inputs are scarce and demand is more. This requires special attention of higher 
authorities to allocate available resources more logically and profitably to optimise results. 
Such limitations or obstacles are constraints, and the equations that express these limita-
tions are called ‘constraint functions’. The objective function will be adjusted according 
to the given limitation. Hence, the objective function will be followed by the constraint 
function.

7.2.8.4 Non-Negative Function

This is condition in LPP specifies that the value of the variable being considered in the LPP 
will never be negative. It will be either zero or greater than zero, but it can never be less 
than zero. Thus, it is expressed in the form of x ≥ 0.

7.2.8.5 Alternative Course of Action

One of reason to apply LPP is to select the best course of action. When choices are limited 
or absent, there no problem will arise. Thus, the presence of different alternatives is a pre-
requisite to apply LPP.

7.2.8.6 Non-Negative Restriction

All decision variables assume non-negative values.

7.2.8.7 Linearity

For programming problems, it is an essential requirement. Both objectives and constraints 
must be expressed in terms of linear equations.

Results

 1. If an LPP has many (two or more) optimal solutions, it is said to have multiple 
solutions.

 2. If an LPP has only one optimal solution, it is said to have a unique solution.
 3. There may be a case where the LPP may not have any feasible solution at all.
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 4. For some LPPs, the optimum value of of Z may be infinity. In this case, the LPP is 
said to have an unbounded solution.

7.3 Assumptions of Linear Programming Models

 1. Proportionality
 2. Additivity
 3. Divisibility
 4. Certainty

7.3.1 Proportionality

The objective function (Z) is a linear function of the decision variables (xi). For example, 
the material consumption per unit product remains constant irrespective of the quantities 
of production, and the total consumption is always proportional to the total production.

7.3.2 Additivity

The concept of linear programming does not consider any synergistic effects among the 
decision variables, while calculating their total value for the objective function or the con-
straints that they are associated with.

7.3.3 Divisibility

The decision variables in linear programming models are continuous in nature and can 
take any non-negative, real, numeric value within the range specified by the constraints. 
This decision variable is divisible and solves the problems that involve fractional values. 
For the variables, it does so in the same way in which the problems without any fractional 
values are solved. The solutions thus obtained are finally rounded off, without making a 
significant loss of quality in the solution.

7.3.4 Certainty

The LPM assumes that all the constants (Cj, Aij and Bj) have certain values. It assumes that 
the optimal solution exists for the problem only when the values attributed to the coef-
ficients of variables are constant.

7.4 Graphical Method of Solving an LPP

Here, we will tackle the graphical solution approach. The graphical procedure is useful 
only when there are two decision variables. When there are more than two variables, it is 
not possible to plot the solution on a two-dimensional graph.
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To find the optimal solution to LPP, we must identify a set, or region of feasible solu-
tions. The technique used to identify the optimal solution is called the graphical solution 
approach.

Steps

 1. Formulation of the problem. The problem is expressed in the form of a math-
ematical model. Here, the objective function and the constraints are written 
down.

 2. Graphically plotting the constraints. The constraints are graphically repre-
sented. If any constraint is an inequality, with the presumption that it is an 
equality, it is represented by a straight line. And then, the area indicating the 
inequality is identified. Change the inequality sign in each constraint by an 
equality sign and draw all the straight lines on graph paper. Shade the com-
mon portion of the graph that satisfies all constraints simultaneously drawn 
so far. The concluding shaded area is called the feasible region, and any point 
inside the region is called the feasible solution.

 3. Identification of the region of feasible solutions. The common region between 
various constraints and the non-negativity restrictions is identified. This is the 
region of feasible solutions. The corner points of this region are identified.

 4. Finding the optimal solution. The values of Z at the various corner points 
of the region of feasible solutions are calculated. The optimum (maximum or 
minimum) Z among these values is noted. The corresponding solution is the 
optimal one.

7.4.1 Infeasible Solution

Infeasible is a condition that arises when no value of the variable satisfies all of the 
constraints simultaneously. This means there is no unique (single) feasible region. 
Such a problem arises due to wrong model formulation with conflicting constraints. 
Infeasible depends solely on the constraints and has nothing to do with the objective 
function.

Infeasibility is a state that results when there is no solution for an LPP which can satisfy 
all the constraints (Figure 7.1).

Max. Z = 3 x1 + 2 x2

Subject to the constraints
x1 + x2 ≤ 2
4 x1 + 2 x2 ≥ 4
x1 ≥ 0, x2 ≥ 0

After drawing the graph for locating the feasible region, it can be seen that there is no 
feasible region for the problem.

7.4.2 Unbounded Solution

A problem may have an unbounded solution; that is, it may have no limit on the con-
straints. In such cases, there is no solution (Figure 7.2).
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Max. Z = 15 x1 + 17 x2

Subject to the constraints
x1 ≥ 6
x2 ≥ 12
x1 + x2 ≥ 18
In this case, as the feasible region extends infinitely to the right, the solution is unbounded.

7.4.3 Redundancy

There may be problems with redundant constraints; that is, a constraint may be present 
without any effect on the feasible region set.

Max. Z = 3 x1 + 5 x2

Subject to the constraints
x1 + 2x2 ≤ 16
2x1 + 3x2 ≤ 30
x2 ≤ 30

Here, the third constraint is redundant and is unnecessary to the problem as it has no 
effect on the feasible region.

7.4.4 Multiple Solutions

Some LPPs may have more than one optimal solution.
This happens when an objective function is parallel to one of the constraints. For example,

Maximise
Z = 4x1 + 6x2

Subject to the constraints
4x1 + 3x2 ≤ 10
8x1 + 12x2 ≤ 19
x1 ≤ 7
x1, x2 ≥ 0

The objective function and the second constraint have the same slope (–3/2) and are par-
allel to each other. In such cases, the problems will have multiple optimal solutions. Hence, 
LPP is not always a simple technique and cannot solve each and every problem. However, 
it can be applied to solve a majority of the problems and hence plays an important role in 
decision making.

7.5 Duality

Each LPP (the primal problem) has an associated dual problem. For example, a maximisation 
of profit objective function, subject to resource constraints, has an associated dual problem.
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The dual is a minimisation of the total costs of the resources subject to constraints that 
the value of the resources used in producing one unit of each output is at least as great as 
the profit received from the sale of that output.

For every linear programming formulation, there exists another unique linear program-
ming formulation called the ‘dual’, and the original formulation is called the ‘primal’. The 
dual can be considered as the ‘inverse’ of the primal in every respect.

7.5.1 Primal LPP versus Dual LPP

See Table 7.1 to compare primal LLP with dual LLP.

7.5.2 Conversion of Dual from Primal

Primal Dual
The ‘Primal’ would be The ‘dual’ formulation would be
Minimise Z = 14x1 + 16x2 Minimise Z = 12 y1 + 10 y2

Subject to the constraints Subject to the constraints
3x1 + 6x2 ≤ 12 3 y1 + 3 y2 ≥ 14
3x1 + 2x2 ≤ 10 6 y1 + 2 y2 ≥ 16
x1 ≥ 0, x2 ≥ 0 y1 ≥ 0, y2 ≥ 0

Exercise

A factory produces three products A, B, and C from four raw materials P, Q, R and S. 
One unit of A requires three units of P, four units of Q and two units of S. One unit of B 
requires five units of Q, four units of R and three units of S. One unit of A requires five 
units of P, four units of R and five units of S. The company has 13 units of material P, 15 
units of material Q, 17 units of material R and 19 units of material S. Profits per unit of 
products A, B and C are Rs. 5, 8 and 11, respectively. Formulate the problem into a linear 
programming model to maximise the profits.

Solution

 1. Identify the decision variables. Let the number of products of Type A be x1, 
the number of products of Type B be x2 and the number of products of Type C 
be x3.

TABLE 7.1

Primal LPP vs. Dual LPP

Primal Dual

 1. The column coefficients in the primal constraints  1. Become the row coefficients in the dual 
constraints

 2. The coefficients of the primal objective function  2. Become the constants in the right-hand side of the 
dual constraints

 3. The constants of the primal constraints  3. Become the coefficients in the dual objective 
function

 4. The primal constraints have the inequalities of ≤  4. The dual constraints have the inequalities of ≥
	 5.	The	primal	objective	function	is	a	‘maximisation’	

problem
	 5.	The	dual	objective	function	is	a	‘minimisation’	

problem
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 2. Table 7.2 shows the data summary chart.
 3. Define the objective function. The objective is to maximise the profit. Maximise 

Z = 5x1 + 8x2 + 11x3.
 4. Identify the constraints (availability of material):

  3x1 + 5x3 ≤ 13
  4x1 + 5x2 ≤ 15
  4x2 + 4x3 ≤ 17
  5x1 + 3x2 + 5x3 ≤ 19

 5. The problem can be stated as
  Maximise
  Z = 5x1 + 8x2 + 11x3 (objective function)
  subject to
  3x1 + 0x2 + 5x3 ≤ 13
  4x1 + 5x2 + 0x3 ≤ 15
  0x1 + 4x2 + 4x3 ≤ 17
  5x1 + 3x2 + 5x3 ≤ 19
  x1, x2, x3 ≥ 0

Exercise

Morarji Textile produces shirts and trousers. It takes 2 hours to make a shirt, while a 
pair of trousers takes 4 hours. The factory has at most 1000 work-hours per day for the 
production of garments, and the packing department can pack at most 400 garments 
per day. If the shirt is sold for Rs. 300 and the trousers are sold at Rs. 500 per piece by 
the company, how many garments of each type should the factory produce per day to 
maximise its sales?

Solution

Suppose the company should produce x shirts and y trousers (see data summary chart 
in Table 7.3).

The problem can be stated as
Maximise
z = 300x + 300y
subject to

 
x y

x y
Constraints

+ ≤
+ ≤





400
2 4 1000

The number of units produced cannot be –ve.
Therefore, x ≥ 0, y ≥ 0.
The line x + y ≤ 400 meets the x-axis at A (400, 0) and the y-axis at B (0, 400).

TABLE 7.2

Data Summary Chart

Decision 
Variables Products

Type of Raw Material
Profit per 
Unit (Rs.)P Q R S

x1 A 3 4 0 5 5
x2 B 0 5 4 3 8
x3 C 5 0 4 5 11

Material availability 13 15 17 19
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Therefore, x ≥ 0, y ≥ 0, x + y ≤ 400 represent ΔOAB and its interior.
The line 2x + 4y ≤ 1000 meets the x-axis at C (500, 0) and the y-axis at D (0, 250).
Therefore, x ≥ 0, y ≥ 0, 2x + 4y ≤ 1000 represent ΔOCD and its interior.
The segments AB and CD intersect at E (300, 100) (Figure 7.3).
The feasible region is ΔOAED with extreme points O (0, 0), A (400, 0), E (300, 100) and 

D (0, 250).
The values of the objective function Z are shown in Table 7.4.
Thus, the maximum value of Z occurs at E (300, 100). Hence, the factory should make 

300 shirts and 100 pairs of trousers to maximise the sale.

Exercise

A firm makes two products x and y and has a total production capacity of nine units 
per day. The firm has a permanent contract to supply at least two units of x and at least 
three units of y per day to another firm. Each unit of x requires 20 machine-hours of 
production time, and each unit of y requires 50 machine-hours of production time. The 
daily maximum possible number of machines-hours is 360. All the firm’s output can be 
sold, and the profit made is Rs. 80 per unit of x and Rs. 120 per unit of y. Determine the 
production schedule for maximum profit and also calculate the profit.
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Feasible region

FIGURE 7.3
Graphical representation.

TABLE 7.3

Data Summary Chart

Shirts Trousers Max Constraints

No. of units x ≥ 0 y ≥ 0 400 x + y + ≤ 400
Production time (hours) 2 4 1000 2x + 4y + ≤ 1000
Selling price (Rs.) 300 500 z = Max 300x + 500y
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Solution

 1. Identify the decision variable. Let x1 be the number of units of product x, and 
x2 be the number of units of product y.

 2. See Table 7.5 for the data summary chart.
  The problem can be stated as
  Maximise
  (Profits) Z = 80 x1 + 120 x2

  subject to the constraints

 

x x
x x

x x

1 2

1 2

1 2

9
20 50 360

2 3

+ ≤
+ ≤

≥ ≥,

The line x1 + x2 = a meets the x-axis at A (0, 9) and the y-axis at B (9, 0) and represents 
ΔOAB and its interior.

The line 20x1 + 50x2 = 360 meets the x-axis at C (0, 7.2) and the y-axis at D (18, 0) and 
represents ΔOCD and its interior.

The line x1 = 2 shows parallel line to y-axis at E (2, 0).
The line x2 = 3 shows a parallel line to the x-axis at F (0, 3) (Figure 7.4).
From the graph, it is observed that the feasible region is ΔPQRS (Table 7.6).
The maximum profit (value of Z) of Rs. 960 is found at corner point R, that is x1 = 3, 

x2 = 6. Hence, the firm should produce three units of product x and six units of product 
y so as to achieve a maximum profit of Rs. 960.

7.6 Summary

The linear programming model is the most effective tool used to allocate the scarce 
resources effectively. LPP is an optimisation tool that is useful not only in industries 
and business, but also for a non-profit organisation in making various managerial or 

TABLE 7.4

Values of the Objective Function Z

Extreme Points Value of Z

O (0, 0) 300 (0) + 500 (0) = 0
A (400, 0) 300 (400) + 500 (0) = 120,000
E (300, 100) 300 (300) + 500 (100) = 140,000
D (0, 250) 300 (0) + 500 (250) = 125,000

TABLE 7.5

Data Summary Chart

Decision Variable Products
Production 

Capacity (quintal)
Machine-

Hours Profit (Rs.)

x1 x 1 20 80
x2 y 1 50 120
Availability 9 360
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technological decisions. When there are only two decision variables, it is better to use the 
graphical method, as it is simple.

The emerging business scenarios coupled with the tremendous growth in competi-
tion have necessitated all the production organisations to allocate the scarce resources 
effectively among competing ends. Linear programming is an effective tool for dealing 
with such allocation problems. The principles of linear programming were developed to 
meet the destructive purposes of World War II. However, the principles were later used by 
industries for constructive purposes. The techniques of linear programming simplify the 
otherwise complicated procedures of decision making.

The principles of linear programming are based on certain assumptions, like proportional-
ity, additivity, divisibility and certainty. This chapter discussed the methods of formulating 
a real-world problem as a linear programming model. It also discussed the various methods 
of solving the LPPs and the other issues in the linear programming concepts.

REVIEW QUESTIONS

 1. What is linear programming?
 2. What do we mean by optimisation? What is a feasible solution?
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FIGURE 7.4
Graphical representation.

TABLE 7.6

Value of Objective Function Z

Corner Points
Coordinates of 

Corner Points (x1, x2)
Objective Function 

Z = 80x1 + 120x2 Value

P (2, 3) 80 (2) + 120 (3) 520
Q (6, 3) 80 (6) + 120 (3) 840
R (3, 6) 80 (3) + 120 (6) 960 (max)
S (2, 6.4) 80 (2) + 120 (6.4) 928
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 3. What are the steps of LPP formulation?
 4. What is the graphical method?
 5. What is the infeasible solution?
 6. What is the unbounded solution?
 7. What is the degeneracy condition?
 8. Describe the limitations of LPP.

SELF-PRACTICE PROBLEMS

 1. Solve the LPP.
 Minimise

 Z x x x= − +2 5 71 2 3

 subject to the constraints

 

5 2 4 8

3 5 14

3 2 6 12 0

1 2 3

1 2

1 2 3 1 2 3

x x x

x x

x x x and x x x

− + ≤

− + ≤

− + + ≤ ≥, ,

 2. A company makes two kinds of belts. Belt A is of high quality, and Belt B is of 
lower quality. The respective profits are Rs. 10 and 8 per belt. Each belt of Type A 
requires twice as much time as each belt of Type B, and if all belts were of Type B, 
the company could make 2000 belts per day. The supply of leather is sufficient for 
only 900 belts (both A and B combined). Belt A requires a fancy buckle, and only 
500 such buckles are available per day. There are only 800 buckles a day available 
for Type B. Determine the number of belts to be produced for each type so as to 
maximise profit. Formulate and solve the problem graphically.

 3. Use the graphical method to solve the problem.
  Minimise

 18 4 61 2/ x x−

 subject to the constraints

 7 91 2 3x x x− + ≥

 2 5 0 01 2 3 1 2 3x x x and x x x− + ≥ ≥, ,

 4. Solve the LPP.
  Maximise

 Z x x= +5 61 2
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 subject to

 3 2 101 2x x+ ≤

 3 61 2x x+ ≤

 3 101 2x x− ≤

 x x1 2 0, ≥

 5. A retired person wants to invest up to Rs. 40,000 in fixed income securities. His 
broker recommends investing in two bonds – Bond A yielding 8% and Bond B 
yielding 12%. After some consideration, he decides to invest at most Rs. 14,000 in 
Bond B and at least Rs. 8,000 in Bond A. He also wants the amount invested in 
Bond A to be at least equal to the amount invested in Bond B. What should the 
broker recommend if the investor wants to maximise his return on investment? 
Formulate the problem and solve graphically.
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8
Sampling Theory

8.1 Introduction

A sample is not studied for its own sake. The basic objective of its study is to draw an 
inference about the population. Sampling helps to know the characteristics of the universe 
or population by examining only a small part of it. The values obtained from the study of 
a sample such as the average and dispersion are known as a ‘statistics’. On the other hand, 
such values for the population are called ‘parameters’. Any characteristic of a sample is 
called statistics. To study the population characteristic, a manager can go for either com-
plete enumeration (census) or a sampling study. A sample statistic is a numerical summary 
measure calculated from sample data. The mean, median, mode and standard deviation 
calculated for sample data are called sample statistics.

8.2 Sample

It is obvious that for any statistical investigation, complete enumeration of the population 
is rather impracticable. For example, if we want to have an idea of the food expenditure 
(monthly) of the people in Chennai, then we use the help of sampling. A finite subset of 
statistical individuals in a population is called a sample.

In sampling some population, a parameter is inferred by studying only a part of the 
population, which is chosen to study and make the inference and is known as the sample. 
It is a finite subset of the population, selected from it with the objective of investigating its 
properties.

8.2.1 Differences between Random Sample and Non-Random Sample

See Table 8.1 for the differences between random and non-random samples.

8.2.2 Differences between Population and Sample

See Table 8.2 for differences between population and sample.
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8.2.3 Determination of Sample Size

For any sample survey, an important decision that has to be made while adopting a sam-
pling technique is the size of the sample. The number of individuals in a sample is called 
the sample size. It is the number of units in the sample. Different opinions have been 
expressed by experts on this point. For example, some have suggested that the sample 
should be 10% of the size of the population, while others are of the opinion that a sample 
should be at least 15%.

However, these views are of little use as in practice, appropriate sample size depends 
on various factors relating to the subject under investigation, like the time aspect, the cost 
aspect and the degree of accuracy desired. Sampling theory is of little help in arriving at a 
good estimate of the sample size in any particular situation.

If we know the confidence level and the width of the confidence interval that we want, 
then we can find the approximate size of the sample.

We know that E = zσx is called the maximum error of estimate for population mean µ. 
As we know, the standard deviation of sample mean is equal to σ/√n. Therefore, we can 
write the maximum error of estimate of µ.

 E =  z
n
σ

TABLE 8.1

Random Sample vs. Non-Random Sample

Random Sample Non-Random Sample

1. In probability sampling, the entire item in 
the population has a chance of being 
chosen in the sample.

In a non-random sample, personal knowledge 
and opinions are used to identify the item 
from the population.

2. Rigorous statistical analysis can be done 
with a probability sample.

A sample selected by judgement sampling is 
based on someone’s expertise about the 
population.

3. Random sampling cannot be done with a 
judgement sample.

Sampling judgement is sometimes used as pilot 
or trial sample.

4. It is more convenient and can be used 
successfully, but we are unable to measure 
its validity. 

It decides how to take a random sample later.

TABLE 8.2

Population and Sample

Population Sample

1. Collection of items being 
considered.

Part or portion of the population chosen 
for study.

2. Characteristics of population are 
called parameters.

Characteristic of sample are called 
statistics.

3. Population size is represented by N. Sample size is represented by n.
4. Population mean is represented by μ. Sample mean is represented by x̄.
5. Population standard deviation is 

represented by σ.
Sample standard deviation is 
represented by S.
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So, the sample size

 n = 
z
E

2 2

2

σ

We can also find the sample size for estimating the population proportion. The maxi-
mum error, E, of the interval estimation of the population proportion, p, is

 E = z
p

σ∧  = z
pq
n

, q = 1 – p

So, the sample size n =  z pq
E

2

2
.

Exercise

Determine the sample size for the estimate of µ, when E = 2.4, σ = 23.54 and confidence 
level = 99%.

Solution

Here, E = 2.4, σ = 23.54 and z = 2.58.
So, sample size is

	

z
E

2 2

2

σ

	 = (2.58) 2 (23.54) 2/(2.4)2

	 = 640.36

Thus, the required sample size is 640.

Exercise

An electronics company has installed a machine that produces a part that is used in 
transistors. The manager wants to know the proportion of these parts produced by this 
machine that are defective. According to manager, this estimate has to be within 0.02 of 
the population proportion for a 99% confidence level. What is the sample size that will 
limit the maximum error to within 0.02 of the population proportion?

Solution

The company wants the 99% confidence interval to be p̂ ± 0.02; hence, E = 0.02.
For the most conservative estimate of sample size, we will generally use p = 0.50 and 

q = 0.50. The value of z for a 99% confidence level is 2.58.
So, the required sample size is

 n =  z pq
E

2

2

	 = (2.58)2 (.50) (.50)/(0.02) 2

	 = 6.66 (0.25)/0.0004
	 = 4160

Thus, if the company takes a sample of 4160 parts, there is a 99% chance that the esti-
mate of p will be within 0.02 of the population proportion.
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8.3 Sampling

Sampling is the process of inferring something about a large group by studying part of it.

8.3.1 Population

Before defining the sampling, first we will define population. The finite and infinite set of indi-
viduals under study is called population or universe. Thus in statistics, population is an aggre-
gate of objects, animate or inanimate, under study. The population may be finite and infinite.

The collection of all elements about which some reference is to be made is called the 
population.

It is a tool which enables us to draw conclusions about the characteristics of the popula-
tion after studying only those objects or items that are included in the sample. For exam-
ple, in an effort to study talcum powder uses in a state, the population could be the sum 
total of talcum powder users in major cities and towns in the state.

A sampling study consists of

 1. Complete enumeration or census
 2. Selective enumeration or sample method

8.3.2 Census or Complete Enumeration

In the case of a census or complete enumeration, information relating to characteristics of 
each and every unit of the population is collected. The unit may be an employee, product 
or department present in an organisation. The collection of these units under study is 
called population or universe. For example, when the study is intended to find out the 
working conditions of workers in the textile industry, the universe of the study will consist 
of all workers in this industry. Scanning through all the applications for the purpose of 
recruitment is a good example of complete enumeration.

Advantages

 1. Findings of the census method are accurate and reliable
 2. Scope for detailed study

Disadvantages

 1. Resource constraints
 2. Time constraints

8.3.3 Sample or Selective Enumeration

 1. The business situation is not required to collect information regarding every unit 
of the population under study.

 2. Some units picked from the population using a sampling technique are called a 
‘sample’.

 3. This process of selecting a sample and collecting relevant information of the units 
of the sample is known as sampling enumeration.
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8.3.3.1 Characteristics of a Good Sample

While selecting a sample to study the population, a manager should look for the following 
characteristics:

 1. The sample should have all the characteristics of the population from where it is 
taken.

 2. The manager should not be biased in selecting the sample from the population.
 3. The findings or decisions made based on the sample study should be applicable to 

the entire population.

8.4 Sampling Methods

The sampling methods are classified as follows:

 1. Purposive or subjective or judgement sampling
 2. Probability sampling
 3. Mixed sampling

8.4.1 Purposive or Subjective or Judgement Sampling

In judgement sampling, the choice of sample items depends exclusively on the discretion 
of the investigator. The investigator exercises his judgement in the choice and includes 
those items in the sample which he thinks is the most typical of the universe with regard 
to the characteristics under investigation.

Example 9.1: Example for Sample Selection

A sample of 15 students is to be selected from a class of 90 for analysing the spending 
habits of the students; the investigator would select 15 students who, in his opinion, are 
the representative of the class.

In this method, a desired number of sample units is selected deliberately or purposely 
depending on the object of the inquiry, so that only the important items representing 
the true characteristics of the population are included in the sample.

Drawbacks
It is highly subjective in nature since the selection of the sample depends entirely on the 
personal convenience, beliefs, biases and prejudices of the investigator.

Example 9.2: Example for Sample Selection

If in a socio-economic survey it is desired to study the standard of living of the people in 
City A, and if the investigator wants to show that the standard has gone down, then he 
may include individuals in the samples only from the low-income stratum of the society 
and include the people from the path colonies, like A1, A2, A3, A4, A5 and A6, and so this 
method cannot be worked out for large samples and is expected to give good results in 
small samples only, provided the selection of the sample is representative.
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8.4.2 Probability Sampling

This provides a scientific technique of drawing samples from the population according to 
some laws of chance in which the universe has some definite preassigned probability of 
being selected in the sample.

Different types of sampling are where

 1. Each sample unit has an equal chance of being selected.
 2. Sampling units have varying probabilities of being selected.
 3. The probability of selection of a unit is proportional to the sample size.

8.4.3 Mixed Sampling

Sampling design in which the sample units are selected partly according to some probabil-
ity laws and partly according to a fixed sampling rule (no use of chance) is called mixed 
sampling.

When a sample is required to be selected from a population, it is necessary to decide 
which method is to be applied. The choice would depend on the nature of the data and the 
purpose of the inquiry. The various methods available for sampling are

 1. Simple random sampling
 2. Stratified sampling
 3. Systematic random sampling or quasi-random sampling
 4. Cluster sampling
 5. Multi-stage sampling
 6. Area sampling
 7. Quota sampling

8.5 Simple Random Sampling

In this technique, a sample is drawn so that each and every unit in the population has an 
equal and independent chance of being included in the sample.

If the unit selected in any draw is not replaced in the population before making the next 
draw, then it is called simple random sampling without replacement (SRSWOR).

And if it is replaced before making the next draw, then the sampling plan is called 
simple random sampling with replacement (SRWSR). An important feature of SRSWOR is 
that the probability of selecting a specified unit of a population at any given draw is equal 
to the probability of its being selected at the first draw.

In SRSWOR from a population of size N, the probability remains constant throughout 
the drawing.

8.5.1 Mathematically

If Er is the event that any specified unit is selected at the rth draw, then P (Er) = 1/N = P 
(E1); that is, the chance of selection of any specified items is the same at any draw as it was 
in the first draw, that is 1/N.



191Sampling Theory

8.5.2 Selection of SR Sample

A random sample may be selected by

 1. Lottery method
 2. Use of table of random numbers

8.5.2.1 Lottery Method

This consists of identifying each and every number or unit of the population with a dis-
tinct number which is recorded on a slip or card. The slips should be as homogeneous as 
possible in shape, size, colour and so forth to avoid the human bias.

If the population is small, then the slips are put in a bag and thoroughly shuffled 
after each draw. The sampling units corresponding to the numbers on the selected slips 
will constitute a random sample. For example, we want to draw a random sample of 
100 individuals from a population of 1000 individuals. We assign the numbers 1–1000 
to identical slips bearing the numbers1–1000. These slips are then placed in a big con-
tainer and shuffled thoroughly. Finally, a sample of 100 slips is drawn out one by one. 
The individuals bearing the numbers on these selected slips will constitute the desired 
sample.

If the population to be sampled is fairly large, then we may adopt the lottery method in 
which all the slips or cards are placed in a metal cylinder, which is thrown into a large, 
rotating drum working under a mechanical system. The rotation of the drum results in 
a sample of desired size n being drawn out of the container mechanically, and the corre-
sponding n sample unit constitutes the desired random sample.

8.5.2.2 Use of Table of Random Numbers

In the table, random numbers, each of the digits 0, 1, 2, 3, 4, …, 9, appear with approxi-
mately the same frequency and independently of each other.

If we have to select a sample from a population of size N (≤99), then the numbers can be 
combined two by two to give pairs from 00 to 99. Similarly, if N ≤ 999 or N ≤ 9999 and so 
on, then combining the digits three by three (or four by four and so on), we get numbers 
from 000 to 999 or 0000 to 9999 and so on. Since each of the digits 0, 1, 2, …, 9 occurs with 
approximately the same frequency and independently of each other, so does each of the 
pairs 00–99, triplets 000–999, quadruplets 0000–9999 and so on. The method of drawing a 
random sample comprises the following steps:

 1. Identify N units in the population with the number 1–N.
 2. Select at random only a page of the random number table and pick up the numbers 

in any row, column or diagonal random.
 3. The population units corresponding to the numbers selected in the above steps 

constitute the random samples.

Table 8.3 shows random numbers.

Exercise

Draw a random sample (without replacement) of 15 students from a class of 450 students.



192 Quantitative Techniques in Business, Management and Finance

Solution

First, we identity the 450 students of the college with numbers from 1 to 450. Starting 
with the first number in the above extract from Tippet’s random number tables and 
moving row-wise. we pick out one by one the 3-digit numbers less than or equal to 450, 
until the 15 numbers ≤450 are discarded and the repeated numbers, if any, are taken 
only once. The above numbers grouped in threes are as shown in Table 8.4.

Thus, the students corresponding to the numbers are shown in Table 8.5.
Constitute the desired random sample of size 15 merits.

 1. Since it is a probability sampling, it eliminates bias due to the personal judge-
ments or discretion of the investigator.

 2. Because of its random character, it is possible to ascertain the efficiency of the 
estimates by considering the standard errors of their sampling distributions.

 3. The theory of random sampling is highly developed so that it enables us to 
obtain the most valuable and maximum information at the least cost and 
results in savings in time, money and labour.

8.5.2.2.1 Methods of Drawing Random Sample from Random Number Table

 1. Identify each unit of the population by numbers in a serial manner.
 2. Take up any page from the random number table and pick up the required num-

ber of ‘numbers’ in an orderly manner (row-wise or column-wise) until a value of 
the maximum serial number of the population is reached.

 3. Select those units of the universe which bear the number thus picked up from the 
table. These units will constitute the desired sample.

8.5.2.2.2 Special Steps in Case of Small-Sized Universe

 1. If the universe size is within three digits only: In such cases, it is advisable to convert 
the four-digit number of the table into three-digit numbers by taking the first three 

TABLE 8.3

Random Numbers

2952 6641 3392 9792 7979 5911 3170 5624
4167 9524 1545 1396 7203 5356 1300 2693
2370 7483 3408 2762 3563 1089 6913 7691
0560 5246 1112 6107 6008 8126 4233 8776
2754 9143 1405 9025 7002 6111 8816 6446

TABLE 8.4

Grouping of Numbers in Threes

295 266 413 992 979 279 795 911 317 056 244
167 952 415 451 396 720 353 561 300 269 323
707 483 340

TABLE 8.5

Students Corresponding to the Numbers

295 266 413 279 317 56 244 167
415 391 353 300 269 323 340
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digits of the first number, the fourth digit of the first number with the first two digits 
of the second number and so on. The four-digit numbers thus extracted from this 
Tippet’s table can be converted into three-digit numbers row-wise as follows:

  295, 266, 413, 992, 979, 279, 695, 911, 317, 056, 244 and so on
  This conversion should be continued until the required number of random 

numbers is obtained for the sample. After this, the next two steps cited under 2 
and 3 above (Section 8.5.2.2.2) are to be followed to get the sample.

  If the universe size is within two digits only: In such cases, it is advisable to 
convert the four-digit numbers in the tables into two-digit numbers by breaking 
each random number into two equal parts. Thus, the random numbers given by 
Tippet, shown as above, can be converted into two-digit numbers row-wise as

  29, 52, 66, 41, 39, 92, 97, 92, 79, 69 59, 11, 31, 70, 56, 24, 41, 67, 95, 24 and so on
  As cited above, this conversion should be continued until the required number 

of random numbers is obtained for the sample. After this, the sample should be 
selected as per steps 2 and 3 mentioned above (Section 8.5.2.2.2).

  If the universe size is too small, say ≤20, each random number should be split 
into two parts as above and each unit of the universe should be assigned different 
numbers out of certain serial numbers in a logical order, as shown below relating 
to a universe of 15 units.

The unit serial numbers assigned are

 1. [1 + (1 × 15)], that is 16; [1 + (2 × 15)], that is 31; [1 + (3 × 15)], that is 46; and so on
 2. [2 + (1 × 15)], that is 17; [2 + (2 × 15)], that is 32; [2 + (3 × 15)], that is 47; and so on

15 (last unit): 0, [0 + (1 × 15)], that is 15; [0 + (2 × 15)], that is 30; [0 + (3 × 15)], that is 45; 
and so on.

After this, the required number of units for the sample will be selected with reference to 
the converted two-digit numbers that correspond to the serial numbers thus assigned to 
the units of the population.

Exercise

Select a sample of 10 persons out of 5000 through the random numbers of Tippet repro-
duced earlier.

Solution

After identifying each of the 5000 persons by a serial number, the first 10 random num-
bers coming within a value of 5001 are picked up row-wise from the given table as

2952, 3992, 3170, 4167, 1545, 1396, 1300, 2693, 2370 and 3408
The persons corresponding to these numbers will constitute the desired sample.

Merits of simple random sampling

 1. It works well for small populations.
 2. Each element of the population has an equal probability of being included in the 

sample.
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 3. It is the easiest method of sampling.
 4. It is the most commonly used method of sampling.
 5. It does not require any additional information on the frame other than the com-

plete list of members of the survey population, along with information for contact.
 6. The theory behind it is that well-established standard formulae exist to determine 

the sample size; these formulae are easy to use.

Demerits of simple random sampling

 1. Simple random sampling requires a complete and up-to-date list of the population 
units to be sampled. In practice, since this is not readily available in many inqui-
ries, it restricts the use of this sampling design. This is hard to achieve in practice.

 2. In field surveys, if the area of the coverage is fairly large, then the units selected in 
the random sample are expected to be scattered widely geographically, and thus it 
may be quite time-consuming and costly to collect the required information or data.

 3. If the sample is not sufficiently large, then it may not be representative of the pop-
ulation, and thus may not reflect the true characteristics of the population.

 4. The numbering of the population units and the preparation of the slips is quite 
time-consuming and uneconomical, particularly if the population is large.

 5. It is expensive to conduct, as those sampled may be scattered over a wide area.

Note: The most widely used type of sampling is a simple random sampling.

 1. In sampling with replacement (SRSWR), each card drawn is replaced back in the 
container before making the next draw.

 2. In sampling without replacement (SRSWOR), with cards drawn and not returned, 
since cards are drawn one by one, a through mixing is required before the next draw.

8.6 Stratified Random Sampling

The population is divided into subgroups called subgroup strata and a sample is randomly 
selected from each stratum. When a population can be clearly divided into groups based 
on the same characteristics, we may use stratified random sampling. It guarantees each 
group is represented in the sample. The groups are also called strata. For example, col-
lege students can be grouped as full-time or part-time, male or female or traditional or 
non-traditional.

Once the strata are defined, we can apply simple random sampling with each group 
or stratum to collect the sample. It is used when the population is homogeneous. Each 
stratum is called a subpopulation. The entire subsample combines together to form the 
stratified sample. The process of obtaining and examining a stratified sample with a view 
to estimating the characteristics of the population is known as stratified sampling.

The different numbers of samples are drawn at random from different strata or divi-
sions of the universe. For this, the entire universe is first divided into certain numbers of 
strata on the basis of certain criteria known as stratifying factors, such as age, sex, income, 
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education, status, geographical area, economic condition and sociological character. While 
dividing and subdividing a universe into certain strata, care must be taken to see that

 1. There is a remarkable heterogeneity between the various strata.
 2. There is a remarkable homogeneity between the different units of each stratum.
 3. There is no overlapping between any strata, which means that no unit of the uni-

verse finds a place in more than one stratum or subdivision.
 4. The number of the strata or subdivisions is not too large and remains preferably 

within nine, or else it may give rise to various complications.

8.6.1 Why Strata Are Created

 1. It can make the strategy more efficient.
 2. A larger sample is needed to get a more accurate estimation of a characteristic that 

varies greatly compared with a characteristic that does not. For example, if every 
person in a population had the same salary, then a sample of one individual would 
be enough to get a precise estimate of the average salary.

For example,

 1. A retailer can use stratified sampling as explained below. She would analyse the 
bill copies according to the item purchased: TV buyers, stereo buyers and VCR 
buyers. For each stratum, random sampling would be done.

 2. Suppose we want to select a sample of students from the university for the study 
of income level of newly joined students. In this case, instead of selecting a simple 
random sample or systematic random sample, we may consider applying a differ-
ent method for selection of sample. First, we divide all students of the university 
into different groups based on income levels. (Auxiliary information related to the 
character under study may be used to divide the population into various groups.)

 3. We may form three groups of low-, medium- and high-income students. We will 
now have three subpopulations, which are usually called strata. We then select 
samples from each stratum.

 4. Suppose you want to estimate how many high school students have part-time jobs 
at the national level and also in each province. If you were to select a simple ran-
dom sample of 25,000 people from a list of all high school students in Country A 
(assuming such a list was available for selection), you would end up, on average, 
with just a little more than 100 people from City P, since they account for less than 
half of a percent of the whole of Country A’s population. This sample would proba-
bly not be large enough for the kind of detailed analysis you had in mind, stratified 
by province. Thus, in order to get good representation of City P, you would use a 
larger sample than the one allotted to it by the simple random sampling approach.

Stratification is most useful when the stratifying variables are

 1. Simple to work with
 2. Easy to observe
 3. Closely related to the topic of the survey
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8.6.2 Size of the Sample

After the universe is divided into a large number of strata, the next thing to do is to fix 
the size of the sample for the entire universe in a reasonable manner. After this, the next 
important thing to be done is to allocate the sample size to various strata sizes from which 
the data are to be collected. Such allocation can be done in any of the following manners:

 1. Proportionate
 2. Disproportionate
 3. Optimum

8.6.2.1 Proportionate Manner

Under this manner, a sample size of the different strata is fixed at a certain percentage or 
ratio or in respective proportion to the size of the population, that is

	
n
N

n
N

n
N

1 2 3, ,

where n1, n2 and n3 represent the numbers of units in the first, second and third strata, 
respectively, and N is the numbers of units in the entire population. For example, if a 
population of 5000 units is divided into three strata containing 2500, 1500 and 1000 units, 
respectively, then the size of the samples of these three strata would be 5:3:2, which is the 
ratio of the size of the strata in the size of the population.

8.6.2.2 Disproportionate Manner

No proportion or ratio is maintained between the samples of the different strata. They are 
fixed arbitrarily without any regard for the sizes of the different strata. It may so happen 
that the size of all the strata may be fixed at an equal number not withstanding the differ-
ent sizes of the strata.

8.6.2.3 Optimum Manner

The size of the samples of the different strata is fixed in the light of this optimisation prin-
ciple, that is the principle of obtaining maximum benefits at the minimum cost. Thus, for 
a stratum which is expected to yield maximum information at a minimum cost, the size 
of the sample may be fixed at a large number, whereas for a stratum which is expected to 
yield less information and cause more expenditure, the size of the sample may be fixed at 
a smaller number.

Exercise

From the following data relating to the strength of the students in various classes of 
three faculties of a college, determine the number of arts, science and commerce stu-
dents to be selected from each class in a sample of 5% if a proportionate stratified sample 
method is used. Also, determine their respective numbers to be selected for the sample 
if the size of the sample retains 5% of the universe. The data strength of the students in 
college is shown in Table 8.6.
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Solution

 1. The size of the sample for the universe, that is the college, would be 75 (i.e. 5% 
of 1500, the total number of students in the college). Since the proportionate 
stratified method used is at 5%, the sample size of the nine different strata 
would be at 5% of their respective size, as shown in Table 8.7.

  Stratification means division into layers or groups. Stratified random sam-
pling involves the following steps or subpopulation, called strata, such that

 a. The units written for each stratum (subgroup) are as homogenous as 
possible.

 b. The differences between various strata are as marked as possible; that is, 
the stratum means differ as widely as possible.

 c. Various strata are non-overlapping. This means each and every unit in the 
population belongs to one and only one stratum.

  Some of the commonly used stratifying factors are age, sex, income, occu-
pying educational level, geographic area and economic status.

  Stratification will be effective only if it possesses the three characteristics, a, 
b and c, enumerated above.

  Thus, in stratified sampling the given population of size N is divided into 
say k relatively homogeneous strata of sizes N1, N2, …, Nk, respectively, such 
that

	
N= Ni

i

k

=∑ 1

 2. Draw simple random samples (without replacement) from each of the k strata 
(i = 1, 2, 3, …, k) such that

	
n ni =

=∑ i

k

1
,

TABLE 8.6

Strength of Students in Various Classes

Faculties

Class Arts Science Commerce Total

1st year 300 250 200  750
2nd year 200 150 100  450
3rd year 150 100  50  300
Total 650 500 350 1500

TABLE 8.7

Sample Size of the Different Strata

Faculties

Class Arts Science Commerce Total

1st year 15 13 10 38
2nd year 10  7  5 22
3rd year  8  5  2 15
Total 33 25 17 75
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 where n is the total sample size from a population of size N. The sample of

	
n ni =

=∑ i

k

1
,

 units is called a stratified random sample (without replacement). The tech-
nique of drawing such a sample is called stratified random sampling.

Merits of stratified random sampling

 1. More representatives. It provides more representative samples for a universe. Since 
the population is first divided into various strata and then the samples are drawn at 
random from each of the strata, it gives an adequate representation to each stratum 
or division of the population, and thereby overrules the possibility of any essential 
group of the population being left out completely. The sample itself is free.

 2. More beneficial. It overcomes the drawbacks of both purposeful and random sam-
pling, and all the same, it enjoys the advantages of both methods by dividing 
a heterogeneous universe into a number of homogeneous strata with respect to 
purposeful characteristics and then uses the technique of random sampling in the 
drawing of samples from each stratum. This type of sampling balances the uncer-
tainty of random sampling against the bias of deliberate selection.

 3. Greater precision. There is greater precision in the estimates of the various param-
eters (measures of the population) provided by this sampling, as variability in 
each stratum is reduced to a considerable extent.

 4. The aim of stratification is to increase the efficiency of sampling by dividing a het-
erogeneous universe in such a way that (a) there is maximum homogeneity within 
each stratum and (b) a marked difference is possible between the strata.

 5. Less expensive. It reduces the time and expenses of interviewing by concentrating 
the units of the different strata in a geographical manner.

 6. Administrative convenience. It ensures administrative convenience by dividing 
the population into certain homogeneous strata and substrata. The various prob-
lems can be tackled effectively through stratification of the universe by considering 
each stratum as different and approaching them independently during sampling.

 7. In stratified random sampling, the sampling is designed so that a designated 
number of items are chosen from each stratum. In simple random sampling, the 
sample items are chosen at random from the entire universe.

Demerits of stratified random sampling

 1. Difficulty in weighting. It encounters difficulty in weighting the different strata. If 
the weights are not properly assigned, conclusions drawn through such sampling 
prove to be misleading.

 2. Difficulty in stratification. It requires proper stratification of a heterogeneous uni-
verse into a number of homogeneous groups or strata, which is very difficult to do. 
If stratification were faulty, the results would be defective.

 3. Difficulty in determination of the size of the strata. It needs proper determination 
of the sample size of the different strata, which involves several difficulties.
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 4. More expensive. Since the stratified samples are likely to be more widely distrib-
uted geographically, this method may prove to be more expensive in the matter of 
collection.

 5. Overlapping of the strata. There is a likelihood of the different strata overlap-
ping with each other. In such cases, the sampling will be difficult and its results 
disastrous.

Note:

 1. Each stratum should be constructed in a way which will minimize differences 
among sampling units within strata, and maximize difference among strata.

 2. The higher the homogeneity, the higher is the efficiency.
 3. Members of a stratum are similar to each other and are different from the mem-

bers of another stratum.

8.7  Systematic Random Sampling or Quasi-
Random Sampling or Interval Sampling

Systematic sampling means there is a gap, or interval, between each selected unit in the 
sample. A systematic sample is formed by selecting one unit at random and then selecting 
additional units at evenly spaced intervals until the sample has been formed.

The initial unit of the sample is selected at random from the initial stratum of the uni-
verse, and the other units are selected at a certain space interval from the arranged uni-
verse in a systematic order, like numerical, alphabetical or geographical. For this, the size 
of the sample is determined first on some basis, and then the following model determines 
the space interval of the universe.

	
K

N
n

= ,

where
 K = space interval of the universe from which samples are to be taken
 N = size of the universe
 n = size of the sample

Thus, if there are 100 students from which only 10 are to be selected for the sample, all 
100 students will first be arranged in serial order from 1 to 100, and then the space interval 
will be determined by

	

K
N
n

=

=

=

100
10

10
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After this, 1 student will be selected at random from the first 10 students. If this serial 
number comes out to be 9, then the serial numbers of the other nine students to be selected 
for the sample would be 19, 29, 39, 49, 59, 69, 79, 89 and 99. The sample would then consist of 
10 students bearing the serial numbers 9, 19, 29, 39, 49, 59, 69, 79, 89 and 99.

Note: If the values of K come out in a fraction, they should be approximated to the near-
est minimum integer, as shown below.

	

K 11.11 approximated to 

K 6.67 approximated t

= =

= =

100
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5= = .

Exercise

There are 128 students in a BCom class bearing roll numbers from 501 to 628. Five students 
are to be selected from them for a study tour. Using the systematic random sampling 
method, determine the roll number of students who will be selected for the purpose.

Solution

Here, N = 128, n = 5 and

	

K =

=

≅

128
5

25 6

25

.

Let us select the students bearing roll number 525 from the first space interval at 
random as the initial unit of the sample. Then, the roll number of the other students to 
be selected would be at the every 25th position in the rolls of the class, counting from 
roll number 525. Thus, the roll numbers of the five students selected for the study tour 
would be 525, 550, 575, 600 and 625.

This method of sampling is also called quasi-random sampling. In this method, the 
initial unit of the sample is selected at random and the other units to be selected are 
predetermined by their space interval. This technique of sample selection is usually 
recommended where a complete and up-to-date list of the population is available and 
arranged in the some order.

Merits

 1. It is very simple to understand and easy to operate. It is much easier than simple 
random sampling.

 2. It provides satisfactory results. It is more efficient when elements are grouped 
together.

 3. The time and work involved in sampling by this method are relatively less. It saves 
a lot of time and labour in comparison to simple random and stratified random 
sampling.
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 4. It enjoys most of the same advantages as proportionate stratified random sam-
pling, as it is conducted more or less in that manner by dividing the universe into 
certain space intervals and selecting one unit of sample from each of them.

 5. If the populations are sufficiently large, systematic sampling can often be expected 
to yield results similar to those obtained by proportional stratified sampling.

Demerits

 1. It needs a complete and up-to-date frame of the population, which is not available 
in most cases.

 2. It is less representative if we are dealing with the population having ‘hidden 
periodicities’.

 3. It selects unrepresentative items when there are cyclic features in the population 
and the space interval K is equal to or a multiple of the cycle. For example, if every 
fifth boy in a class happens to be a spendthrift and every such boy is selected for 
the sample, the same sample would not be representative of the class.

8.7.1 Application of Systematic Sampling

 1. It can be used for estimation of the precision of results.
 2. Systematic samples are treated as simple random samples.
 3. The simple random sampling method for the selection of samples will not be prac-

tical if the size of the population is large.

For example, if we want to select 300 households from a list of 90,000, it is very time-
consuming to take a simple random sampling. In such cases, it is better to use systematic 
random sampling.

In systematic random sampling, we first randomly select one member from the first k 
units (where k = N/n, N is population size and n is sample size). Then every kth member, 
starting with the first selected member, is included in the sample.

For the selection of samples in the above example, we would arrange all 90,000 house-
holds on any characteristic. Since sample size should be equal to 300, the ratio of popula-
tion and sample size is 90,000/300 = 300. So k is 300. We randomly select one household 
from the first 300 households in the arranged list. Suppose we select the 105th household. 
This is the first unit of the sample. We then select every 300th from first selected house-
hold. In other words, our sample contains the households with numbers 105, 405, 705, 1005, 
1305, 1605 and so on.

Note: Systematic random sampling does not give a simple random sample because every 
member of the population does not have the same probability of being selected.

8.8 Cluster Sampling

In cluster sampling, the population is divided into well-defined groups or clusters. Then, 
a few of these clusters are selected based on the assumption that they represent the entire 
universe. All the units of the selected cluster are studied to arrive at a conclusion. The 
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selection of these clusters is done by using any one of the sampling methods. All the units 
belonging to these selected clusters constitute the sample desired.

For example,

 1. Suppose that the Department of Agriculture wishes to investigate the use of pesti-
cides by farmers in Country U. A cluster sample could be taken by identifying the 
different cities in Country A as clusters. A sample of these cities (clusters) would 
then be chosen at random, so all farmers in those cities selected would be included 
in the sample. It can be seen here that it is easier to visit several farmers in the 
same cities than it is to travel to each farm in a random sample to observe the use 
of pesticides.

 2. If we are interested in obtaining the income or opinion data in a city, the whole city 
may be divided into N different blocks or localities (which determine the cluster) 
and a simple random sample of n blocks drawn. The individuals in the selected 
blocks determine the cluster sample.

Note: Cluster sampling is an example of two-stage sampling or multi-stage sampling. 
In the first stage, a sample of area is chosen; in the second stage, a sample of respondents 
within that area is selected.

8.8.1 Importance of Cluster Sampling

 1. It allows for great economies in data collection costs since the travel-related costs 
etc. are smaller.

 2. The data collection for nearby elements (units) is easier, faster, cheaper and more 
convenient than observing units scattered over a geographical region.

 3. In practical situations where the sampling efficiency is of less importance but the 
cost and time is of greater significance, the cluster sampling procedure is exten-
sively used.

 4. The population is divided into defined groups or cluster. All units of selected 
cluster are study. Selection of cluster is done by any sampling method. It is 
heterogeneous.

8.8.2 Application

 1. In a prepoll survey, the entire voting population is divided into clusters. Some 
clusters are selected as samples, and every element of this cluster is studied.

 2. The Department of Agriculture wishes to investigate the use of pesticides by farm-
ers in Country U. A sample of cities or clusters is chosen at random.

Merits

 1. This allows for great economic savings in data collection, as travel-related costs 
are smaller. It is simple to understand and easy to operate.

 2. It provides an unbiased estimate of the population parameter if properly done.
 3. Economically, it is more efficient than simple random sampling. It is less expensive 

and less time-consuming.
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 4. It produces satisfactory results when the clusters are of equal and small size.
 5. The cost of the first sample is lower, especially with a geographic cluster.
 6. It is easy to conduct without a population list.
 7. It is often used in marketing research.
 8. If the cost of data collection is say Rs. 40 under simple random sampling, it 

is only Rs. 10 under cluster sampling (i.e. one-fourth that of simple random 
sampling).

Demerits

 1. It is rarely used in single-stage sampling plan.
 2. There is a higher rate of sampling errors, which is difficult to measure.
 3. It has greater economy than simple random sampling (as a geographically dis-

persed population can be expensive to survey – area sampling or geographical 
cluster sampling).

 4. It may produce fallacious results if the cluster selected consists of a group of biased 
informants.

 5. It cannot be recommended for an area with a large number of persons or 
households.

8.9 Multi-Stage Random Sampling

This is carried out in multiple stages, say two, three or four.
First, the universe is divided into some clusters from which certain clusters are selected 

at random as the first-stage samples.
Second, the selected first-stage samples are again subdivided into some clusters from 

which again certain clusters are selected at random as the second-stage samples.
Third, the selected second-stage samples are again subdivided into some clusters from 

which certain clusters are again selected at random as third-stage samples.
In this, the process of division and subdivision of the clusters and the selection of the 

multi-stage samples are carried out until the sample size is reduced to a reasonable extent. 
For example, in an urban inquiry of a sample of towns, a subsample of households may be 
selected and then, if necessary, from each of the selected households a third-stage sample 
of individuals may be taken.

Merits

 1. It is very flexible compared with other methods of sampling.
 2. In this method, the subsequent stages of sampling are needed only for a limited 

number of units, that is for those which were only selected in the preceding stages. 
As such, it saves a lot of time, energy and cost.

 3. It leads to administrative efficiency by permitting the fieldwork to be concentrated 
and yet cover a large area.
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 4. It is of great utility in surveys of underdeveloped areas where no up-to-date and 
accurate frame is available for the subdivision of the materials into reasonably 
small sample units.

Demerits

 1. It is likely to cause a large number of errors, as it involves a process of divisions 
and subdivisions of the various strata or clusters in different stages.

 2. It leads to greater variability of the estimates than any other methods of sampling. 
In general, it is less efficient than a suitable single-stage random sampling.

8.10 Area Sampling

The samples are collected at random on an area basis. For this, the entire universe is 
first divided into certain parts on a geographical basis, and then from each such part the 
required number of items are selected at random, which constitutes the desired sample. 
This method is suitable for conducting an opinion poll with regard to any common prob-
lems of the population.

Merits

 1. It ensures proportional representation of each of the segments of the population.
 2. It enjoys the advantages of the stratified sampling method discussed earlier.

Demerits

 1. It requires the arrangement of the items in geographical order, which is a difficult 
task.

 2. It gives more weightage to those areas in which there is a greater concentration of 
the items, and thus each of the geographical areas is not equally represented.

8.11 Quota Sampling

This is a type of judgement sampling. In a quota sample, quotas are set up according to 
some specified characteristics, such as so many in each of several income groups, so many 
in each age, so many with certain political or religious affiliations and so on, but within 
the quotas, the selection of sample items depends on personal judgement. For example, in 
a radio listening survey, the interviewers may be told to interview 5000 people living in a 
certain area, and that out of every 1000 persons interviewed, 60 are to be housewives, 225 
farmers and 155 children under the age of 13. Within these quotas, the interviewer is free 
to select the people interviewed. The cost per person interviewed may be relatively small 
for a quota sample, but there are numerous opportunities for biases which may invalidate 
the results.
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8.12 Non-Random/Non-Probability Sampling and Judgement Sampling

In judgement sampling, personal knowledge and opinion are used to identify the items 
from the population.

There are three types of sampling selection of the sample population:

 1. Judgement sampling
 2. Convenience sampling
 3. Sequential sampling

8.12.1 Judgement Sampling or Purpose Sampling or Deliberated Sampling

This approach is used when a sample is taken based on certain judgements about the 
overall population. It is subject to the researcher bases and is perhaps even more biased 
than haphazard sampling. It should be carried out by an expert in the field of judgement, 
which influences the final outcome. For example, statisticians use this method in a labora-
tory setting where there is a choice of experimental subjects (i.e. animals, humans, fruits 
and vegetables).

8.12.2  Convenience Sampling or Haphazard or Accidental 
Sampling or Chunk Sampling

Convenience sampling does not produce the representative sample of the population 
because people or items are only selected for a sample if they can be easily and conveniently 
accessed. A convenience sample is obtained by selecting convenient population units.

It is based on the convenience of the researcher. It uses the sources available to him or her. 
He or she may use telephone directory opinion poll list of employees of an organisation.

It is not normally representative of the target population because sample units are only 
selected if they can be accessed easily and conveniently.

The method of convenience sampling is also called the chunk. A chunk refers to that 
fraction of the population being investigated which is selected neither by probability nor 
judgement but convenience. For example, a sample is obtained from readily available lists, 
such as automobile registrations or telephone directories.

Examples of convenient sample include selecting

 1. The first 20 cars to enter a car park
 2. The first 20 people to walk to a turnstile at a sporting event
 3. The females in the first row of a concert
 4. The first 200 customers to enter a department store
 5. The female moviegoers sitting in the first row of a movie theatre
 6. The first four callers in a radio contest

Advantages of convenience sampling

 1. The method is simple and easy to use.
 2. Accurate results in the population are homogeneous.
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Disadvantages of convenience sampling

 1. Convenience sampling does not produce a representative sampling of the 
population.

 2. It a greatly offset by the sample being biased.

8.12.3 Sequential Sampling

Here, the size of the sample is not fixed. The sampling process takes place depending on 
the results of the first sample. For example, a manager draws a lot from his inventory and 
tests for acceptability. If it is acceptable, there will be further sampling required, but if it is 
found unacceptable, the entire stock will be rejected. So, when the result of the first sample 
falls near to the acceptable standard, the manager take another sample before deciding on 
the quality of the inventory.

8.12.3.1 Application

It used for statistical control. A manager draws a lot from the inventory and tests it for 
acceptability. If it is acceptable, there will be no further sample required. But if it is found 
unacceptable, the entire lot is rejected.

8.13 Error

This is the difference between the true value and the estimated or approximated value. 
The errors in statistics arise due to a number of factors, such as the following:

 1. Approximation in measurements. For example,
 a. The heights of individuals may be approximated to 1/10 of centimetre.
 b. Age may be measured correctly to the nearest month.
 c. Weight may be measured correctly to 1/10 of a kilogram.
 d. Distance may be measured correctly to the nearest metre.

  In all such measurements, there is bound to be a difference between the 
observed value and the true one.

 2. Approximation in rounding of the figures to the nearest hundredths, thousandths, 
millionths and so forth, or the rounding of the decimals

 3. The biases due to faulty collection and the analysis of the data and biases in the 
presentation and interpretation of the results

 4. Personal biases of the investigators and so on

8.13.1 Sampling Error

The error involved in approximations of the population characteristics on the basis of the 
sample is known as sampling error. The error arising due to drawing inferences about the 
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population on the basis of few observations (sampling) are known as sampling errors (or 
sampling fluctuations).

8.13.1.1 Reasons for Sampling Errors

 1. Facility selection of the sample. By the use of a defective sampling technique for 
the selection of a sample, some bias is introduced.

 2. Substitution. If difficulties arise in enumerating a particular sampling unit 
included in the random sample, the investigators usually substitute a convenient 
member of the population. This leads to some bias since the characteristics pos-
sessed by the substitute unit will usually be different from those possessed by the 
unit originally included in the sample.

 3. Faulty demarcation of sampling units. Bias due to defective demarcation of the 
sampling units is particularly significant in area surveys, such as agricultural 
experiments in the field or crop-cutting surveys.

 4. Error due to bias in the estimation method. Improper choice of the estimation 
techniques might introduce error. For example, if, in place of simple random 
sampling, deliberate sampling has been used in a particular case, some bias is 
introduced in the result and hence such errors are known as biased sampling 
errors.

 5. Variability of the population. Sampling error also depends on the variability or 
heterogeneity of the population to be sampled.

8.13.2 Non-Sampling Error

Non-sampling errors are a consequence of certain factors which are within human con-
trol. They are due to certain causes which can be traced and may arise at any stage of the 
inquiry, planning and execution of the survey and collection, processing and analysing of 
the data.

8.13.2.1 Important Factors Responsible for Non-Sampling Errors in Any Survey

 1. Faulty planning, including vague and faulty definitions of the population or the 
statistical units to be used; incomplete list of population members.

 2. Vague and imperfect questionnaire, which might result in incomplete or wrong 
information.

 3. Defective methods of interviewing and asking questions.
 4. Vagueness about the type of data to be collected.
 5. Exaggerated or wrong answers to the questions, which appeal to the pride, pres-

tige or self-interest of the respondents. For example, a person may overstate his 
education or income or understate his age, or he may give a wrong statement to 
safeguard his self-interest.

 6. Personal bias of the investigator.
 7. Lack of trained and qualified investigator and lack of supervisor staff.
 8. Failure of respondent’s memory to recall the events or happenings in the past.
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 9. Non-response and inadequate or incomplete response. Bias due to non-response 
results; if in a house-to-house survey, the respondent is not available or refuses to 
furnish the information.

  Incomplete response error is introduced if the respondent is unable to furnish 
information on a certain question or if he or she is unwilling or even refuses to 
answer certain questions.

 10. Improper coverage. If the objectives of the survey are not precisely stated in clear-
cut terms, this may result in the inclusion in the survey of certain units, which 
were not to be included in the survey under the objectives. For example, in a cen-
sus to determine the number of individuals in the age group, say 45 years, more or 
less serious errors may occur in deciding whom to enumerate unless a particular 
community or area is not specified and also the time at which the age is to be 
specified.

 11. Compiling errors. Wrong calculations or entries made during the processing and 
analysing of the data. Various operations of data processing; editing and coding 
of the responses, punching of cards and tabulating and summarising the original 
observations made in the survey are potential sources of error. Compilation errors 
are subject to control through verification, consistency, checks and so forth.

 12. Publication errors. The errors committed during presentation and printing of tab-
ulated results are basically due to two sources:

 a. Mechanics of publication – proofing error
 b. Failure of the survey organisation

8.13.2.2 Biased Errors or Cumulative Errors

 1. Bias on the part of the enumerator or investigator, whose personal beliefs and 
prejudices are likely to affect the results of the inquiry.

 2. Bias in the measuring instrument or the equipment used for recording the 
observations.

 3. Bias due to faulty collections of the data and in the statistical techniques and for-
mulae used for the analysis of the data.

 4. Respondent’s bias. An appeal to the pride or prestige of an individual introduces a 
bias called prestige bias, by virtue of which he or she may upgrade his or her edu-
cation, occupation, income and so forth, or understate his or her age, thus result-
ing in wrong information to safeguard his or her personal interests. For example, 
for income tax purposes a person may give an understatement of his salary or 
income or assets.

 5. Bias in the technique of approximations. If, while rounding off, each individual 
value is approximated to either the next highest or lowest number so that the 
entire errors move in the same direction, there is bias for overstatement or under-
statement, respectively. For example, if the figures are to be rounded off to the next 
highest or lowest hundred, then each of the values 405 and 496 will be recorded as 
500 and 400, respectively.

Note: Biased errors have a tendency to grow in magnitude with an increase in the num-
ber of the observations, and hence are also known as cumulative errors.
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8.13.2.3 Unbiased Errors (Compensatory Error)

Unbiased errors are when the chances of making an overestimate are almost same as the 
chances of making an underestimate. Since these errors move in both directions, the errors 
in one disruption are more or less neutralised by the errors in the opposite direction, and 
consequently, the ultimate result is not much affected. For example, if the individual val-
ues, say 385, 415, 355 and 445, are rounded to the nearest complete unit, that is hundred, 
each one of them would be recorded as 400. In this case, the values 385 and 355 give over-
estimating errors of magnitudes 15 and 45, respectively, while the values 415 and 445 give 
underestimating errors of magnitudes 15 and 45, respectively, and in the ultimate result 
(approximation) they get neutralised.

Note: If the number of observations is quite large, unbiased errors will not affect the 
final result much. Since the errors in one direction compensate for the errors in the other 
direction, unbiased errors are termed ‘compensatory errors’.

8.14 Summary

Sampling theory is a study of relationships existing between a population and samples 
drawn from the population. This chapter discussed enumeration methods like complete 
enumeration and sampling methods.

There are several techniques that can be used to obtain a representative sample. There 
are two methods of selecting samples from the universe – (1) non-random or judgement 
sampling and (2) random or probability sampling. This chapter discussed random sam-
pling methods like simple random sampling, stratified sampling, systematic sampling and 
cluster sampling. Some non-random sampling methods like judgement sampling, conve-
nience sampling and sequential sampling were also discussed.

REVIEW QUESTIONS

 1. You are requested to plan a survey with a view to control and abolish street beg-
ging in City X. Outline the main steps you would take and draft a suitable sched-
ule to collect the necessary data.

 2. ‘Sampling is necessary under certain conditions’. Explain this with illustrative 
examples. Point out the importance of sampling in solving business and economic 
problems. What are the principles on which sampling methods rest?

 3. Explain the terms random sample, stratified random sample and purposive sample. 
Explain the importance of sampling theory in economics.

 4. State the advantages of adopting sampling procedures in carrying out large-scale 
surveys.

 5. a.   What is systematic random sampling? How does it differ from purposive 
sampling?

 b. What are the advantages of random sampling?
 c. How does the size of a sample affect ‘sampling errors’?
 6. Distinguish between the ‘census’ and ‘sampling’ methods of collecting data and 

compare their merits and defects.
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 7. Give a comparative account of the various methods of selecting a sample.
 8. Point out the significance of sampling. Distinguish between random sampling 

and deliberate sampling.
 9. What is the utility of sampling in statistics? Briefly explain
 a. Random sample
 b. Biased sample
 c. Stratified sample
 d. Population or universe
 e. Quota sampling
 10. Explain the importance of sampling. What are the well-known methods of sam-

pling in use? An industry is composed of 100 independent organisations. A sam-
ple of 30 was selected composed of 10 small, 10 middle-sized and 10 large units. Is 
this sample a satisfactory one? Give reasons.

 11. What do you understand by sampling? In order to determine a new cost of living 
index, it is proposed to make a survey of the income and expenditure of 1000 
households in a large city. Describe carefully two methods which might be used 
to select the sample households.

 12. Distinguish between the census and sampling methods of data collection and 
compare their merits and demerits. Why is the sampling method unavoidable in 
certain situations?

 13. Explain the terms population and sample. Explain why it is sometimes necessary 
and often desirable to collect information about the population by conducting a 
sample survey instead of complete enumeration.
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9
Hypothesis Testing

9.1  Introduction

In the test of hypotheses, we always begin with an assumption, the null hypothesis. The 
null hypothesis asserts that there is no significant difference between the statistic and 
the population parameter, and whatever observed difference is there, it is merely due to 
chance fluctuation in sampling from the same population.

9.2  Some Basic Concepts

9.2.1  Null Hypothesis

The null hypothesis is usually denoted by the symbol H0. The ‘no difference’ attitude on 
the part of a statistician before drawing any sample is the basis of the null hypothesis. 
R A Fisher (1936) defined null hypothesis as the hypothesis which is tested for possible 
rejection, under the assumption that it is true.

9.2.2  Alternative Hypothesis

Any hypothesis which contradicts the null hypothesis H0 is called an alternative hypoth-
esis and is denoted by H1. For example, if we have to test whether the population mean µ 
has a specified value μ0, then

Null hypothesis

 H0 0: µ µ=

Alternate hypothesis

 H or1 0 0 0: ( )µ µ µ µ µ µ≠ > <

or

 H1 0: µ µ<

or

 H1 0: µ µ>
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9.2.3  Hypothesis Testing

One objective of sampling theory is hypothesis testing. Hypothesis testing begins by 
making an assumption about the population parameter. Then, we gather sample data and 
determine the sample statistic.

To test the validity of our hypothesis, the difference between the hypothesised value and 
the actual value of the sample statistic is determined.

If the difference between the hypothesised population parameter and the actual value is 
large, then we automatically reject our hypothesis. If it is small, we accept it.

9.2.4  Power

(1 – β) indicates how powerful the test is. A high (1 – β) (i.e. close to 1) implies that the test 
is doing exactly what is should be doing: rejecting H0 when it is false.

A low (1 – β) indicates poor performance.
We plot (1 – β) against each value of possible µ. The graph (the power curve) will indicate 

the value of µ (≠ µ0), where the test is performing well.
Note that as µ is approaches µ0, (1 – β) approaches α and as µ moves away from µ0, (1 – β) 

approaches 1. At µ = µ0, (1 – β) is not defined.

9.2.5  Critical Region or Region of Rejection

The critical region is the area under the sampling distribution in which the test statistic 
value has to fall for the null hypothesis to be rejected.

9.2.6  Region of Acceptance

The set of Z-scores inside the range –1.96 to 1.96 is called the region of acceptance of the 
hypothesis.

9.2.7  Critical Values

The values –1.96 and 1.96 are called the critical values at the 5% level of significance.

9.2.8  Z-Score

Suppose that under a given hypothesis the sampling distribution of a statistic θ is approx-
imately a normal distribution with mean E (θ) and standard deviation (SD) (standard 
error [SE]) σθ.

Then,

 
Z

Observed value Expected value
SE of

= −
θ

is called the standardised normal variable or Z-score, and its distribution is the stan-
dardised normal distribution with mean 0 and standard deviation 1.

9.2.9  Inferential Statistics

Concerned with populations, use sample data to make an inference about the population 
or to test the hypothesis considered at the beginning of the research study.
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Help the researcher to determine if the difference found between two or more 
groups, such as an experimental and a control group, is a real difference or only a 
chance difference that occurred because an unrepresentative sample was chosen from 
the population.

9.2.10  Types of Errors

A Type I error is rejecting H0 when it is actually true and is designated by the Greek 
letter β.

A Type II error is accepting H0 when it is actually false and is designated by the Greek 
letter α.

9.2.11  Level of Significance

 1. It is the probability of making a Type I error.
 2. It is represented by α.
 3. It is the probability of rejecting the null hypothesis when it is true.
 4. In health science, we consider α to be either 1% (0.01) or 5% (0.05).
 5. Five percent means the researcher is willing to take risk being wrong 5 times out 

of 100 when rejecting the H0.
 6. One percent means the researcher is willing to take risk being wrong 1 time out of 

100 when rejecting the H0.

9.2.12  Confidence Interval

This is the range of values which, with a specified degree of probability, is thought to 
contain the population value. It contains a lower and an upper limit. For example, Vedanta 
conducted a study on 100 households to assess the per capita income of households and 
found that the mean per capita income is Rs. 150 with the standard deviation of Rs. 3. In 
this case, the researcher may calculate the confidence interval.

9.2.13  Degrees of Freedom

 1. The interpretation of a statistical test depends on the degrees of freedom (d.f.).
 2. It is the number of classes to which the values are assigned arbitrarily or at will 

without violating the restrictions.
 3. It indicates the number of values that are free to vary.
 4. The procedure to calculate the degrees of freedom varies from test to test.

9.2.14  Test of Significance

Parametric test: T-test, z-test, analysis of variance (ANOVA)
Non-parametric test: Chi-square, median test, McNemar, Mann–Whitney, Wilcoxon, 

Fisher’s exact
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9.2.15  Parametric Test

 1. It is known as a normal distribution statistical test.
 2. Statistical methods of inference make certain assumptions about the populations 

from which the samples are drawn. For example, populations are normally dis-
tributed, have the same variance.

9.2.16  Non-Parametric Tests

 1. A normality assumption is not required.
 2. Ordinal or interval scale data is used.
 3. It can be applied for small samples.
 4. Samples use the sign test.
 5. Independent samples use Mann–Whitney U-statistics.
 6. Randomness uses run tests.
 7. Several independent samples use the Kruskal–Wallis test.

9.3  Probability Distributions

9.3.1  Binomial Distribution

It was discovered by Jacob Bernoulli, a Swiss mathematician of the seventeenth century.

9.3.1.1  Assumption

The probability of the outcome remains constant over time.

9.3.1.2  Bernoulli Variable

This is a random variable x which assumes the values of 1 and 0 with respective probabili-
ties p and q = 1 – p.

The Bernoulli distribution is

x 1 0
p(x) p q

9.3.1.3 Random Variable

This is a quantity obtained from an experiment that may by chance result in different val-
ues. A random variable is a function which has its domain confined to a sample space and 
its range confined to a real space; such restricted functions are called random variables. It 
is a variable which assumes different numerical values as a result of a random experiment 
or random occurrences.

Note:

 1. Every function has a domain and range.
 2. The domain must be a real number.
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 3. A random variable must assume numerical values. For example, a count of num-
ber of accidents during a week might be 10 or 11 or 12 or some other number. It can 
be written as

 p x p q xx x( ) = =−1 0 1, ,

 Here, the occurrence of the value 0 may be termed a ‘failure’:

	 ∴ p [Success] = p

 and

 p [Failure] = q = 1 – p

9.3.1.4  Characteristics of Bernoulli Process

 1. Each trial has only two possible outcomes. For example, a newborn baby is male 
or female.

 2. The probability of the outcome of any trial remains fixed over time. For example, 
the probability of the baby being male or female remains fixed throughout.

 3. The trials are statistically independent. For example, the outcome of the baby 
being male or female does not affect the outcome of any other baby being so.

Exercise

Find the probability of getting exactly three heads in four tosses of a biased coin, where 
P (H) = ¾ and P (T) = ¼.

Solution

Given
n = 4 (total number of trials)
x = 3 (certain number of successes)
p = ¾ = 0.75 (probability of success)
q = ¼ = 0.25 (probability of failure)

 p X x n p q x nCx
x n x=( ) = ( ) = …− , , , , ,0 1 2

where:

 
n

n
x n x

Cx( ) =
−( )

!
! !

 

p X C=( ) = ( )( ) ( )
=

−
3 4 0 75 0 25

0 421875

3

3 4 3
. .

.

It can be shown for the Binomial distribution that 

 µ = ( ) =E x np

 σ2 V x npq= ( ) =
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Exercise

A fair coin is tossed 10 times. If getting heads is defined as success, find out the 
probability of getting four successes in the 10 trials.

Solution

p = probability of getting heads = 0.5
q = probability of getting heads = 1 – p = 0.5
r = number of successes = 4
n = number of trials = 10
The probability of getting four successes in 10 trials is

 
p X =( ) =

−( ) ( ) ( ) =−
4

10
4 10 4

0 5 0 5 0 2051
4 10 4!

! !
. . .

Exercise

A binomial experiment is repeated nine times. If the probability of success is 0.6, find 
the probability of getting four successes.

Solution

n = 9, p = 0.6, q = 0.4, r = 4

 
p X =( ) =

−( ) ( ) ( ) =−!
! !

. . .4
9

4 9 4
0 6 0 4 0 167

4 9 4

Exercise

If boys and girls are equally likely, find the number of families out of 600, consisting of 
three children, with each having

 1. Two boys and one girl
 2. At most one boy
 3. All girls

Solution

Let
X	 =	 number of boys out of 3 children in a family
P	 =	 probability that child is a boy
 =	 1/2
n	 =	 3
	 	 ∴ X ~ B (3, 1/2)

 1. Two boys and one girl

 

P X C= ( ) ( )

= × =

( ) =2 1 2 1 2

3
1
8

3
8

2
3 2 1

/ /

 Therefore, the number of families having two boys and one girl is
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600

3
8

1800
8

225× = =

 2. At most one boy

 

P X 1 P X 0 P X 1

C C

≤ = = =

= ( ) ( ) ( ) ( )

= × +

( ) ( ) + ( )

+0
3 0 3

1
3 1 2

1 2 1 2 1 2 1 2

1
1
8

/ / / /

33
1
8

4
8

1
2

× = =

  Therefore, the number of families is 600
1
2

300× = .

 3. All girls means no boy

 
∴ = ( ) ( ) =( ) =P X 0 C0

3 0 3
1 2 1 2

1
8

/ /

	 ∴ Number of families  = × =600
1
8

75

9.3.2  Poisson Distribution

A probability distribution, which has the following probability mass function (pmf), is 
called a Poisson distribution.

 
P X x p x

e
x

x
x

=( ) = ( ) = = … >
−λ λ λ

!
, , , , ,0 1 2 0

where:
X	 =	 discrete random variable (Poisson variate) (number of occurrences [successes])
x	 =	 specific value X can take
λ	 =	 number of occurrences per interval of the time (parameter of Poisson distribution) 

or the arithmetic mean number of occurrences (successes) in a particular interval 
of time

e	 =	 the constant 2.71828 (base of the Naperian log arithmetic system)

9.3.2.1  Definition

A distribution often used to approximate binomial probabilities. When n is large and p is 
small, what is considered ‘large’ or ‘small’ is not precisely defined, but a general rule is that 
n should be ≥20 and p ≤ 0.05.

9.3.2.2  History

The distribution is named after Simeon Poisson, who described it in 1837.
The Poisson distribution is formed by counting something; hence, it is a discrete prob-

ability distribution.
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9.3.2.3  Need for Poisson Probability Distribution

The binomial probability distribution for probabilities of success (p < 0.05) could be com-
puted. But, the calculation would be quite time-consuming (especially for a large n of say 
100 or more). The distribution of probabilities would become more and more skewed as the 
probability of success became smaller.

The limiting form of the binomial distribution, where the probability of success is very 
small and n is large, is called the Poisson probability distribution.

9.3.2.4  Applications of the Poisson Distribution

It is used as a model to describe

 1. Such phenomena as the distribution errors in data entry
 2. The number of scratches and other imperfections in newly painted panels
 3. The number of defective parts in outgoing shipments
 4. The number of customers waiting to be served at a restaurant
 5. The number of customers waiting to get into an attraction at Disney World
 6. The distribution of telephone calls going through a switchboard system
 7. The arrivals of trucks at a toll booth
 8. The average number of radioactive particles passing through a counter, during 1 

millisecond in a laboratory experiment
 9. The number of deaths occurring in a city in a day
 10. The number of road accidents occurring in a city in a day
 11. The number of incoming telephone calls at an exchange in 1 minute
 12. The number of vehicles crossing a junction in 1 minute

9.3.2.5  Properties of the Poisson Distribution

 1. The mean and variance of a Poisson distribution is λ = np.
 2. The binomial distribution tends to be a Poisson distribution, under the following 

conditions:
 a. P is very small (p → 0).
 b. n is very large (n → ∞).
 c. np = λ is fixed.
 3. The probability that a single event will occur during a very short time interval is 

proportional to the length of the time interval.
 4. The probability that more than one event will occur in such a short time interval 

is negligible.
 5. The number of events occurring in a fixed time interval of a random variable X has 

a Poisson distribution.
 6. Each outcome is classified into one of two mutually exclusive categories.
 7. The probability of a success remains the same from trial to trial.
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 8. Each trial is independent.
 9. The distribution results from a count of the number of successes in a fixed number 

of trials.

Example 9.1: Use of Poisson Distribution

Assume that billing clerks rarely make errors in data entry on the billing statements. 
Many statements of clerks have no mistakes. Some have one, a very few have two and 
rarely a statement will have three. A random sample of 1000 statements revealed 300 
errors.

 
AM x

No of mistakes
No of billing statements

( ) = .
.

 
λ = =300

1000
0 3.

This is a sample mean x , which is used to estimate the population mean, λ, for a 
model (Poisson) of the process. The probability of no (0) mistakes appearing in a state-
ment is computed by

 
p x

e
x

x

( ) =
−λ λ

!

Here

 e = 2.71828, λ = 0.3, x = 0

 
p 0

2 71 0 3
0

0 7408
0 3 0

( ) = ( ) ( ) =
−

. .
!

.
.

Exercise

The number of persons joining a cinema queue in a minute has a Poisson distribution 
with a parameter of 5.8. Find the probability that

 1. No one joins the queue in a particular minute
 2. Two or more persons join the queue in the minute

Solution

Let X be the number of persons joining the queue in the minute. Then,

 X ~ P (λ = 5.8)

Then, the pmf is

 
P X x p x

e
x

x
x

=( ) = ( ) = ( ) = …
−5 8 5 8

0 1 2
. .

!
, , , ,
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 1. P (no one joins the queue) = =P X 0[ ]

 

= ( )

= ( )

=

−

p 0

.
!

.

.e 5 8 0
5 8

0

0 003

 2. P (two or more join) = ≥[ ]P X 2  

 

= − <

= −

= − ( ) + ( )





[ ]
( ) + ( ){ }
− −

1 2

1 0 1

1
5 8

0
5 8

1

5 8 0 5 8 1

P X

p p

e e. ..
!

.
!







= − +( )
= −

=

( )( )

−1 1 5 8

1 0 003 6 8

0 9796

5 8e . .

. .

.

9.3.3  Normal Probability Distribution

This distribution is also known as the Gaussian distribution. This is a continuous prob-
ability distribution and is an important distribution in statistics. For many variables, we 
observe that they follow the normal probability distribution. The probability rule for a 
normal distribution is given as

 

P X r e
r x

≤( ) =
×

× ×
−∞

− −



∫ 1

2

1
2

2

σ
σ

π

µ

dx

where:
µ	 =	mean of the distribution
σ	 =	standard deviation of the distribution
m and σ	=	parameters of the distribution

The notation we use is

 X N~ ,µ σ( )

9.3.3.1  Discrete Random Variable

If the random variable can assume only a limited number of values, then it is called a dis-
crete random variable and can only take whole numbers as values.
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9.3.3.2  Continuous Random Variable

It assumes an infinite number of possible values, within a specified range. It usually 
results from measuring something because wide variety of values can be measured within 
a given range, such as

 1. Weight of an individual (the weight might be 111.0, 111.1 or 111.12 kg and so on) 
depending on the accuracy of the scale

 2. Life expectancy of alkaline batteries
 3. Volume of a shipping container
 4. Weight of impurities in a steel ingot
 5. Mean temperature of each day for a city
 6. Measurement of rainfall in centimetres on each day of monsoon season

9.3.3.3  Characteristics of Normal Distribution

 1. The normal curve is bell-shaped and has a single V peak at the exact centre of the 
distribution; thus, it is unimodal.

 2. The two tails of the normal probability distribution extend indefinitely and never 
touch the horizontal axis.

 3. The curve is symmetric about mean m.
 4. The mean of a normally distributed population lies at the centre of its normal 

curve. For a normal distribution, mean = median = mode
 5. The area under the curve gives probability.
 a. P X− < <( ) =∞ ∞ 1
 b. Since the curve is symmetric about the mean, we get

 P X m P X m<( ) = >( ) = 0 5.

 6. A normal distribution with mean 0 and standard deviation 1 is called the stan-
dard normal distribution. This is denoted by Z. Z is called the standard normal 
variate (SNV). Thus Z ~ N (0, 1). The figure for SNV is as follows:

 a. For SNV we get
 i. P Z 0 0.5<( ) =
 ii. P Z 0 0.5>( ) =  
 b. We have a probability table for finding probability (area under the curve for 

different values of Z). Generally, the table gives the area under the curve when 
Z lies between 0 and a certain value Z. This may be denoted by Φ (Z) or A (Z 
lies between 0 and Z).

 7. Any normal distribution can be converted to Z with the formula

 
Z

X= − µ
σ
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  Thus, if X ~ N (µ, σ) and we define

 
Z

X= − µ
σ

  then

 Z N 0,1∼ ( ).

 Because of this property, use of the normal distribution and finding probability is 
easier.

 If σ is the standard deviation of the normal distribution, 80% of the observation 
will be in the interval

 

µ σ µ σ

µ σ µ σ

µ σ µ σ

− +

= − +

= − +

1 28 1 28

95 1 96 1 96

98 2 33 2 33

. . .

% . .

% . .

to

to

to

9.3.3.4  Gaussian or Normal Curve

If large values are collected for any character, and a frequency table is prepared with a 
small class interval, the frequency curve of this data will give a bell-shaped symmetrical 
curve, which is known as a Gaussian or normal curve.

 1. The shape of this curve depends on the mean and standard deviation of data.
 2. If the standard deviation (variation) is very high, the width of the curve is also 

more.
 3. If we move both sides from the mid-point ( x  = mean), the height of the curve 

decreases.
 4. If the mean and standard deviation are µ and σ, respectively, then the normal 

curve is called the standard normal curve.
 5. If the total area under the curve is considered unity, the normal curve is called the 

normal probability curve.

9.3.3.5  Properties of the Normal Probability Curve

 1. The normal curve is bell-shaped and symmetrical.
 2. The height of the normal curve is at its maximum at the mean.
 3. The curve approaches nearer and nearer to the base, but it never touches it. That 

is, the curve is asymptotic to the base on either side. Hence, its range is unlimited 
or infinite in both directions.

 4. Since there is only one maximum point, the normal curve is unimodal; that is, it 
has only one mode.

 5. The variable distributed according to the normal curve is a continuous one.
 The area under the normal curve is distributed as follows:
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 a. Mean ± 1σ covers 68.27% of the area (34.135% of the area will lie on either side 
of the mean).

 b. Mean ± 2σ covers 95.45% of the area.
 c. Mean ± 3σ covers 99.73% of the area.

9.3.3.6  Importance of Normal Probability Curve

 1. Data obtained from biological measurements approximately follows a normal 
distribution.

 2. The binomial and Poisson distributions can be approximated to a normal 
distribution.

 3. For a large sample, any statistic (i.e. sample mean or sample standard deviation) 
approximately follows the normal distribution, and as such, it can be studied with 
the help of the normal curve.

 4. The normal curve is used to find the confidence limits of the population 
parameters.

 5. The normal distribution also forms the basis for the test of significance (Figure 9.1).

9.3.3.7  Finding Probability for Different Values of Z (Using Table)

 1. Find P (0 < Z < 1.57)
 This probability given in the table as A 0 1.57− =( ) 0 4418. .

Normal,
bell-shaped curve

Percentage of
cases in 8 portions

of the curve
0.13%

0.1%

1 5 10 20 30 40 50 60 70 80 90 95 99

2.3% 15.9% 50% 84.1% 97.7% 99.9%

−4σ

−4.0 −3.0

20 30

1

4% 7% 12% 12%17% 7% 4%17%20%

2 3 4 5 6 7 8 9

40 50 60 70 80

−2.0 −1.0 +1.0 +2.0 +3.0 +4.00

+4σ−3σ +3σ−2σ +2σ−1σ +1σ0

0.13%2.14% 2.14%13.59% 13.59%34.13% 34.13%

Standard deviations
cumulative

percentages

Percentiles

Z-scores
T-scores

Standard nine
(stanines)

Percentage
in stanine

FIGURE 9.1
Normal probability (bell-shaped) curve.
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 2. P (–1.23 < Z < 0)
 This area is not given in the table. Using symmetry, we get

 

A to A− = −( ) ( )
=

1 23 0 0 1 23

0 3906

. .

.  

 3. P (–0.62 < Z < 1.35)
 This probability is

 

A A

A A

0 1 35 0 62 0

0 1 35 0 0 62

0 4115 0 02324

0 4

− + −

= − + −

= +

=

( ) ( )

( ) ( )

. .

. .

. .

. 33474

 4. P (Z > 1.23)
 This is a one-tailed probability, so we know

 P Z >( ) =0 0 5.

 

∴ > = − −

= −

=

( ) ( )p AZ 1 35 0 5 0 1 23

0 5 0 3906

0 1094

. . .

. .

.

 5. P (0.58 < Z < 2.37)

 

= − −

= −

=

( ) − ( )A A0 2 37 0 0 58

0 4911 0 2190

0 2721

. .

. .

.

Exercise

In a sample of 120 tablets in a factory, the mean and standard deviation of active ingre-
dient contents were 11.35 and 3.03, respectively. Find the percentage of tablets having 
an active ingredient content between 9 and 17 in the whole sample, assuming that the 
active ingredient content is normally distributed.

Solution

Let X be the active ingredient content in the tablet.

 ∴ ( )X N∼ 11 35 3 03. , .  

Mean = m = 11.35
SD = σ = 3.03
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We require

 
P q

X
( )

.
.

.
.

.
.

< < = − ≤ − ≤ −





X 17
9 11 35

3 03
11 35

3 03
17 11 35

3 03
P

 =  P X− ≤ ≤( )0 78 1 86. .

 = −( ) + −( )A A0 0 78 0 1 86. .

 = + =0 2823 0 4686 0 7509. . .

The percentage of tablets containing active ingredient between 9 and 17 is

 100 0 7509 75 09× =. . %

Exercise

The mean and standard deviation of a group of 600 students on a certain test are 58.5 
and 10, respectively. The group is divided into five subgroups of 600 students as A (Very 
good), B (good), C (Average), D (Below Average) and E (Poor), which contain 25%, 20%, 
30%, 10% and 15% of the students, respectively.

If the scores on the test are distributed normally, find the limit of scores of three sub-
groups to the nearest whole number.

Solution

Let X be the scores of students.

 X N∼ 58 5 10. ,( )  

 1. Let Y be the minimum score for Group A.
	 ∴ P (X > Y) = 0.25 (∵ 25% students in Group A)

 
∴ − > −





=P
X Y58 5

10
58 5

10
0 25

. .
.

 
∴ > −





=P Z
Y 58 5

10
0 25

.
.

 
∴ < < −





= = −P
Y

0
58 5

10
0 25 0 5 0 25Z

.
. . .

 From the table,

 P 0 0 67 0 25< <( ) =Z . .

 
∴ − =Y 58 5

10
0 67

.
.

 ∴ =Y 65 2.

 Therefore, the limits for Group A are above a score of 65.2, that is above 65.
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 2. Let Y be the minimum score for Group B.
	 ∴ P (X > Y) = 0.45 (% students in Groups A and B)

 
∴ − > −





=P
X Y58 5

10
58 5

10
0 45

. .
.

 
∴ > −





=P Z
Y 58 5

10
0 45

.
.

 
∴ < < −





= = −P
Y

0
58 5

10
0 05 0 5 0 45Z

.
. . .

 From the table,

 P 0 0 125 0 05< <( ) =Z . .

	
∴ − =Y 58 5

10
0 125

.
.

 ∴ =Y 59 75.

 Therefore, the limits for Group B are 59.75–65.2, that is 60–65.
 3. Let Y be the minimum score for Group C.

	 ∴ P (X > Y) = 0.75

 
∴ − > −





=P
X Y58 5

10
58 5

10
0 75

. .
.

 
∴ > −





=P Z
Y 58 5

10
0 75

.
.

 
∴ < < −





= − =P
Y

0
58 5

10
0 7 0 5 0 25Z

.
. . .

 From the table,

 P 0 0 67 0 25< <( ) =Z . .

 
∴ − =Y 58 5

10
0 67

.
.

 But,

 
Y − 58 5

10
.

 lies on the left-hand side of O. Therefore, it is negative.
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∴ − = −Y 58 5

10
0 67

.
.

  ∴ =Y 51 8.

 Therefore, the limits for Group C are 51.8–59.75, that is 52–60

Exercise

For a standard normal variate X, find k such that

 1. P (–k < X < k) = 0.95
 2. P (|X| ≥ k) = 0.01

Solution

 1. Let m be the mean and σ be the standard deviation.

	 ∴ P (–k < X < k) = 0.95

 
P

k m X m k m–
.

− < − < −





=
σ σ σ

0 95

 
P

k m k m–
.

− < < −





=
σ σ

Z 0 95

 From the table,
 P (–1.96 < Z < 1.96) = 0.95

 
∴ − =k m

σ
1 96.

 ∴ = ±k m 1 96. σ

 2. P (|X| ≥ k) = 0.01
	 ∴ P (–k < X < k) = 1 – 0.01 = 0.99

 
P

k m X m k m–
.

− < − < −





=
σ σ σ

0 99

 
P

k m k m–
.

− < < −





=
σ σ

Z 0 99

 From the table,
 P (–2.58 < Z < 2.58) = 0.99

 
∴ − =k m

σ
2 58.

 ∴ = +k m 2 58. σ
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Exercise

The particle size analysis of powder shows a normal distribution. Particle size analysis 
data of 10,000 particles shows the mean size as 750 µm and standard deviation as 50.
Find

 1. The number of particles with a size less than 700 µm
 2. The number of particles with a size between 700 and 800 µm

Solution

Let X be the size of the particle.

 ∴ ( )X N~ ,750 50

 1. We require

 

P X P
X

P Z

A to

<( ) = − < −





= < −( )
= − ( )
= −

700
750

50
700 750

50

1

0 5 0 1

0 5

.

. 00 3413 0 1587. .=

 ∴ = × =Number of particles 10 000 0 1587 1587, .

 2. Now,

 

P X P
X

P Z

A

(

( )

700 800
700 750

50
750

50
800 750

50

1 1

< < = − < − < −





= − < <

= 00 1 0 1

0 3413 0 3413

0 6826

to A to( ) + ( )
= +

=

. .

.

 ∴ = × =Number of particles 10 000 0 6826 6826, .

Exercise

A random variable X has the following probability distribution:

X 0 1 2 3 4 5 6
P (X) k 3k 5k 7k 9k 11k 13k

Find

 1. k
 2. P (X ≥ 2)
 3. P (0 < X < 5)
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Solution

 1. Sum of probability = 1

	 ∴ 49k = 1

	 ∴ k = 1
49

 2. P (X ≥ 2) = P (X = 2) + P (X = 3) + P (X = 4) + P(X = 5) + P (X = 6)

 = 45k

 
= 45

49

 3. P (0 < X < 5) = P (X = 1) + P (X = 2) + P (X = 4)

 = 24k

 
= 24

49

Exercise

The burning time of an experimental rocket is a random variable which has a normal 
distribution with µ = 36 seconds and σ = 0.04 seconds. What are the probabilities that 
this kind of rocket will burn for the following?

 1. Less than 4.25 seconds
 2. More than 4.40 seconds
 3. 4.30–4.42 seconds

Solution

Let X be the burning time of the rocket:

 
X N∼ 3 6 0 04. , .( )

 

 1. P X P
X< = − < −



( )4 25

3 6
0 04

4 25 3 6
0 04

.
.

.
. .

.

 

= <( )
=

P Z 16 25

1

.

 

 2. More than 4.40 seconds

 

P X P
X

P Z

< − < −





= >

( ) =

( )
=

4 40
3 6

0 04
4 40 3 6

0 04

20

0

.
.

.
. .

.
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 3. P (4.40 < X < 4.42)

 

= < <( )
=

P Z17 5 20 5

0

. .

9.3.3.8  Standard Normal Distribution

 1. It is a normal distribution with a mean µ = 0 and a standard deviation σ = 1.
 2. The observation values in a standard normal distribution are denoted by Z.

Exercise

What is the probability that an observation from a standard normal distribution will lie 
in the interval –1.28 to 1.28?

Solution

We know that for a normal distribution, 80% of the observations lie between µ – 1.28σ 
and µ + 1.28σ, and for a standard normal distribution, µ = 0 and σ = 1.
Therefore, 80% of the observations will lie between –1.28 and +1.28.
Similarly,

 95% = –1.96 and 1.96

 98% = –2.33 and +2.33

9.3.3.9  Standard Normal Variables

Suppose we have a normal population. We can represent it by a normal variable X. We can 
convert any value of X into a corresponding value of Z of the standard normal variable by 
using the formula

 
Z

X= − µ
σ

where:
X	 =	 value of any random variable
µ	 =	 mean of the distribution random variable
σ	 =	 standard deviation of the distribution
Z	 =	 number of standard distribution from X to the mean of the distribution and is 

known as the Z-score or standard score.

Exercise

A normal variable X has a mean of 56 and a standard deviation of 12. Find the Z-value 
corresponding to the X-value of –5.

Solution

 
Z

X= − = − − = −µ
σ

5 56
12

5 08.
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Exercise

A normal variable has a mean of 10 and standard deviation of 5. What is the probability 
that the normal variable will take a value in the interval 0.2–19.8?

Solution

 

Probability X probability0 2 19 8
0 2 10

5
19 8 10

5
. .

. .< < = − < < −





( ) Z 

= < <( )
=

probability Z– . .

%

1 96 1 96

95

because 95% of the area under the standard normal curve lies in the interval –1.96 to 1.96

Steps

 1. The area under the standard normal curve between 0 and +1.96 is 0.4750.
 2. Due to symmetry of the standard normal distribution, the area under the 

curve between –1.96 and +1.96 is twice the area under the curve between 0 and 
+1.96.

 

∴ < < + = ×

=

( )Probability

or

– . . .

. %

19 6 1 96 0 475 2

0 950 95

Z

  

Note:  Any normal variable can be converted into a standard normal variable.

Therefore, we can use a standard normal distribution table to find the probability that 
the variable will take a value within any given intervals.

9.4  t-Test

It is used to find the significant difference between two means. It is applied for

 1. Randomly selected homogenous samples
 2. Quantitative data (numerical data, not the frequency distribution)
 3. Normally distributed variables
 4. Sample sizes of <30

9.4.1  Types of t-Tests

Unpaired t-test: Applied when samples are drawn from two different populations
Paired t-test: Commonly used in nursing research and applied on paired data 

of independent observations made on the same sample before and after the 
intervention
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9.4.2  Assumptions for the t-Test Application

 1. Observations are independent.
 2. Observations are drawn at random.
 3. The sample size is <30.
 4. The population standard deviation is unknown.
 5. The population must be normal.

9.4.3  Characteristics of Student’s t or the t-Distribution

The t-distribution was developed by William S Grossett in 1908. This distribution is flatter, 
more ‘spread out’ than the normal Z-distribution, and has the following characteristics:

 1. Continuous distribution
 2. Bell-shaped and symmetrical
 3. Family of t-distributions
 4. More spread out
 5. Flatter at centre than the standard normal distribution

9.4.4  t-Distribution with (n – 1) Degrees of Freedom

The t-distribution with (n – 1) degrees of freedom is defined as shown in Figure 9.2.

9.4.5  Uses of t-Distribution

The best use of the t-distribution is when the degrees of freedom is <30. It is used instead 
of the normal distribution whenever the standard deviation is estimated.

9.4.6  Test for the Population Mean (Single)

Steps

 1. State the null and alternate hypotheses.
 2. Select the level of significance. The 0.01 level is used.
 3. Give the test statistic.

t-test

Two mean
Single mean

t =
X − µ
S/ √n

where

– 
– 

µ = population mean

S = sample SD 

Dependent

t =
d–

S/ √n

Independent

t =
X1 − X2

S 1
n1

+ 1
n2

–X = sample mean–
–

FIGURE 9.2
t-Distribution.
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  The formula for t is

 
t

X
S n

or t
X

S n
�= − = −

−
µ µ

/ / 1

 4. Formulate the decision rule d.f. = n – 1, a left-tailed test, and the level is 0.01.
 5. Compute t and arrive at a decision.

Exercise

Table 9.1 represents the number of men and the number of women who choose each of 
five possible answers to an item in attitude scale.

Does their data indicate a significant difference in attitude towards this question? 
(Note: Test the independence [null hypothesis]).

Solution

Let us take the hypothesis as

H0: There is no significant difference in attitude towards this question.
H1: There is a significant difference in attitude towards this question.
Apply the t-test (Table 9.2).

 
t

x x
S

n n
n n

= −
+

1 2 1 2

1 2

 
x

x
n

1
1

1

100
5

20= = =Σ

 
x

x
n

2
2

2

60
5

12= = =Σ

 
∴ =

( ) ( )− + −

+ −
S

x x x x

n n

Σ Σ1 1

2

2 2

2

1 2 2

TABLE 9.1

Number of Men’s and Women’s Choices for an Item

Approve Strongly Approve Indifferent Disapprove Strongly Disapprove Total

Men 25 30 10 25 10 100
Women 10 15 5 15 15 60

TABLE 9.2

Testing Independence by Applying the t-Test

Men
x1

x x1 1−( )
x1 40= x x1 1

2−( )
Women

x2

x x2 2−( )
x2 12= x x2 2

2
−( )

25 5 25 10 –2 4
30 10 100 15 3 9
10 –10 100 5 –7 49
25 5 25 15 3 9
10 –10 100 15 3 9
∑x1 = 100 ∑ x x1 1−( )

= 0
∑ x x1 1

2−( )
= 350

∑x2 = 60 ∑ x x2 2−( )  = 0 ∑ x x2 2
2−( )

= 80
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S = +

+ −
350 80
5 5 2

 S = 7 33.

 
∴ = − ×

+
t

7.33
20 12 5 5

5 5

 t 1.72calculated =

Degrees of freedom ν( ) = = + − =+ −n n1 2 2 5 5 2 8

 ∴ =t at d f0 05 8 2 306. . . .

The calculated value of t is less than the table value of t at the 0.05 level of significance, 
and hence the null hypothesis (H0) is accepted and alternate hypothesis (H1) is rejected. 
We therefore conclude that there is no significant difference in attitude towards this 
question.

9.4.7  Hypothesis Tests of Mean When Population Standard Deviation Is 
Known and Unknown for Large Samples (p-Value Approach)

The hypothesis test of the mean for a large sample test can be done by using the p-value. 
This is known as the probability value approach or p-value approach.

In this method, first we estimate the p-value for the test, which is the smallest level of 
significance at which the given null hypothesis is rejected. Using this p-value, make the 
decision.

We reject the null hypothesis if

 p-value < α or α > p-value

We do not reject the null hypothesis if

 p-value or p-value≥ ≤α α  

The following figure shows the p-value for a right-tailed (one-tailed) test for µ.

�e p-value for a right-tailed test

Value of x observed from the sample

p-value

– 

– µ x – x

For a two-tailed test, the p-value is twice the area in the tail of the sampling distribution 
curve beyond the observed value of the sample statistic.
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�e p-value for a two-tailed test

�e sum of these two
areas gives the p-value

Value of x observed from the sample– 

– µ x – x

For a large sample, the sampling distribution of the sample mean (x) is approximately 
normal. We can use the normal distribution to find the p-value for a test of hypothesis 
when the sample size is large. To find the area under the normal distribution curve beyond 
the sample mean x, first we calculate the z-value for x .

For a large sample, the value of z for x  for a test of hypothesis for µ is

 z = −x

x

µ
σ

 if σ (standard deviation) is known

 z = −x
sx

µ
 if σ is not known

where

σx
n

= σ
and

s
s
n

x = .

This is the observed value of z.

9.4.8  Test for Equality of Means for Small and Independent Samples

To do this, one must make a confidence interval and test a hypothesis about the difference 
between two population means when samples are small and independent.

9.4.8.1  Assumption

The two populations from which the two samples are drawn are approximately normal.

Case I: When population standard deviations are known. If the above assumption 
is true and the population standard deviations are known, then we can use the 
normal distribution for inference about the difference of population means.

Case II: When population standard deviations are unknown. If the standard devia-
tions of the populations are not known, then the normal distribution is replaced 
by the t-distribution to make inferences about the difference of population means.

Here, we will make one more assumption, that the standard deviations of both popula-
tions are equal (σ1 = σ2 = σ).
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When the standard deviations of two populations are equal, then we can use a common 
standard deviation for both (σ for both σ1 and σ2). Because σ is unknown, we replace it by 
its point estimator, sp, which is called the pooled sample standard deviation.

The pooled standard deviation for two samples is calculated by using the following 
formula:

 
S

n s n s
n n

p = − + −
+ −

( ) ( )1 1
2

2 2
2

1 2

1 1
2

where:
s1

2
 and s2

2 	 =	 variances of the two samples
n1 – 1	 =	 degrees of freedom for Sample I
n2 – 1	 =	 degrees of freedom for Sample II
(n1 + n2 – 2)	=	 degrees of freedom for the two samples taken together

The standard deviation σx x1 2− of x x1 2−  is estimated by the standard deviation of (x x1 2− ).
The standard deviation of ( x x1 2− ) sx x1 2−  is

 
s

n n
p

1 1

1 2
+

9.4.8.2  Confidence Interval

The confidence interval for μ1 − μ2 is

 x x sx x1 2 1 2−( ) ± −t

9.4.8.3  t-Distribution Value

Here, the value of t is obtained from the t-distribution table for a given confidence level 
and (n1 + n2 – 2) degrees of freedom.

9.4.8.4  Hypothesis Testing

Hypothesis testing for µ1 − µ2, the value of the test statistic t for x x1 2− , is calculated by 
using the following formula:

 
t = − − −

−

( ) ( )x x
sx x

1 2 1 2

1 2

µ µ

The value of µ1 − µ2 in the above formula is substituted from the null hypothesis.

Exercise

An insurance company wants to know if the average speed at which urban people drive 
cars is greater than that of rural drivers. The company took a sample of 40 cars driven 
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by urban people and another sample of 30 cars driven by rural people and found the 
mean speeds to be 72 and 68 kph, respectively. If standard deviations for both are 2.2 
and 2.5 kph, respectively, and assuming that the speeds at which all urban and all rural 
people drive cars on the highway are normally distributed and the populations have the 
same standard deviations, then construct a 95% confidence interval for the difference 
between the mean speeds of both drivers. Test a hypothesis at the 1% significance level 
of whether the mean speed of cars driven by all urban people on the highway is greater 
than that of cars driven by rural persons.

Solution

Let µ1 and µ2 be the mean speeds of the urban population and rural population, respec-
tively. Here, n1 = 28, n2 = 20, x1  = 72, x2  = 68, s1 = 2.2 and s2 = 2.5.

The confidence level is 1 – α = 0.95.
So, the standard deviation of (x x1 2− ) is

 

Sp = − + −
+ −

= − + −
+ −

( ) ( )

( ) . ( ) .

n s n s
n n

1 1
2

2 2
2

1 2

2 2

1 1
2

28 1 2 2 20 1 2 5
28 20 2

== 8 043696.

,

So,

 
s s

n n
x x p1 2

1 1 1
28

1
20

8 043696 1 942738
1 2

− = + = ( ) + =. .

The area in each tail is

	 α/2 = 0.5 – (0.95/2) = 0.025

The degrees of freedom is

 n1 + n2 – 2 = 28 + 20 – 2 = 46

The t-value at df = 46 and area 0.025 of the t-distribution curve is 2.013.
So, the 95% confidence interval for µ1 − µ2 is

 x x sx x1 2 1 2−( ) ± −t

 72 68 2 013 1 942738− ± ( ). .

 0 089268 7 910732. . to ( )

So, with 95% confidence we can state that based on these two sample results, the dif-
ference in the mean speeds of the urban and rural population lies between 0.089 and 
7.911.

Testing of Hypothesis

 The significance level is α = 0.01.
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The null and alternative hypotheses are

H0: µ1 − µ2 = 0 (mean speeds are not different)
H1: µ1 − µ2 > 0 (mean speeds of urban people are greater than those of rural people)

The > sign in the alternative hypothesis indicates that the test is right-tailed. The signifi-
cance level is 0.01. So, the area in the right tail of the t-distribution is α = 0.01.

 df = 28 + 20 – 2 = 46

From the t-distribution table, the value of t for df = 46 and the 0.01 area in the right tail 
of the t-distribution is 2.410.

From the above, we know that sx x1 2 1 942738− = . , so the calculated value of the t-statistic is

 

t

1.942738
null hypo

= − − −

= − − − =

−

( ) ( )

( )
(,

x x
sx x

1 2 1 2

1 2

1 2

72 68 0
0

µ µ

µ µ tthesis)

.= 2 05895

Because the value of the test statistic t = 2.059 for x1 − x2 falls in the non-rejection region 
(tcalculated <  ttabulated), we accept the null hypothesis. Hence, we conclude that the mean 
speeds for both urban and rural people are the same.

9.4.9  Equality of Means for Dependent Samples

Two samples are said to be dependent when for each data value collected from one sample 
there is a corresponding data value collected from the second sample, and both data values 
are collected from the same source.

9.4.10  Paired t-Test

This is a test in which the samples are dependent and are paired so that each observation 
in one sample is associated with some particular observation in the second sample.

9.4.11  Paired Difference

In dependent samples, the difference between the two data values for each element of the 
two samples is denoted by d. This value is also called the paired difference.

Note: Each sample contains the same number of values because each source gives a pair 
of values; that is, both samples are the same size. So we denote the common sample size of 
n, and the degrees of freedom for the paired sample is n – 1.

The mean and standard deviation of the paired differences for the two samples are 
denoted by d and sd, respectively.

 
d

d
n

= Σ
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Sd =

− ( )
−

Σ Σd d n
n

2 2

1

If the number of paired values is large, then because of the central limit theorem, the 
sampling distribution of d is approximately normal with its mean µd  and standard devia-
tion σd.

 µ µ σ σd d d d= =and n

If the number of paired values is small and σd is not known, then the t-distribution is 
used to make an inference about µd. The standard deviation σd of d is estimated by sd. 
Then, the estimate of the standard deviation of the paired differences is sd = s nd .

9.4.11.1  Confidence Interval

The confidence interval for µd is d sd± t , the where the t-value is obtained from the 
t-distribution table for a given confidence level and n – 1 degrees of freedom.

9.4.11.2  Hypothesis Testing

Hypothesis testing for µd, the value of the test statistic t for d, is computed as

 
t = −d

s
d

d

µ

Exercise

A company sent 10 of its salespersons to attend the course ‘How to Be a Successful 
Salesperson’. Table 9.3 gives the 1-week sales of these salespersons before and after they 
attended this course. Using the 5% level, conclude the result of attending this course.

Solution

Let d be the difference between weekly sales before attending the course and after 
attending the course (Table 9.4).
Paired difference mean

 

d
d

n
=

= − = −

Σ

32
10

3 2.

TABLE 9.3

Data of Salesperson before and after Attending the Course

Sales before attending the course 11 21 15 25 24 26 12 18 22 20
Sales after attending the course 15 24 13 31 28 25 12 24 28 25



240 Quantitative Techniques in Business, Management and Finance

Standard deviation of the paired differences

 

Sd =
− ( )

−

= − =

Σ Σd d n
n

2 2

1

180 102 4
10

7 76
.

.

The standard deviation of dˉ is

 

sd =

= =

S
n
d

7 76
10

2 46
.

.

Let µ1 and µ2 be the mean sales before and after the course. Then µ µ µd = −1 2. Then our 
null and alternative hypotheses are

 H mean weekly sales do not increase0 0: µd = ( )

 H mean weekly sales do increase1 0: µd < ( )

For the determination of the rejection and non-rejection regions, the < sign in the alter-
native hypothesis shows that the test is left-tailed. The significance level is 0.05.
Hence, the area of the left tail is

 α = 0 05.

and

 d.f. n= − = − =1 10 1 9   

So, the critical value of t at d.f. = 9 is tTabulated = –1.833.

TABLE 9.4

Calculation of t-Test

Sales Before Sales After Difference d d2

11
21
15
25
24
26
12
18
22
20

15
24
13
31
28
25
12
24
28
25

–4
–3
2
–6
–4
1
–1
–6
–6
–5

16
9
4
36
16
1
1
36
36
25

∑d = –32 ∑d2 = 180
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Next, the calculated value of the test statistic is

 

tCalculated = −

= − − = −

d
s

d

d

µ

3 2 0
2 46

1 30
.
.

.

μd = 0 by the null hypothesis.

Conclusion

The tabulated value of the test statistic is –1.833, and the calculated test statistic is –1.30, 
so we reject the null hypothesis. Consequently, we conclude that the mean weekly sales 
for all salespersons do increase.

Exercise

A researcher wanted to analyse whether the mean costs of land are the same regardless 
of the three metropolitan cities where they are located. Random samples of the prices at 
which the lands are being purchased in all three areas are given in Table 9.5.
Calculate H and report your results with a p-value of 0.05.

Solution

Let us take the hypothesis as

Null hypothesis H0: There is no significant difference in the mean cost of land.
Alternate hypothesis H1: There is a significant difference in the mean cost of land.

Apply the ANOVA technique (Table 9.6).

 
∴ = + = + + =+

x
x x x1 2 3

3
91 2 79 55 4

3
75 2

. .
.

The variance between samples is shown in Table 9.7.
Therefore, the sum of squares between samples (SSB) is 1280 + 0.2 + 1960.2 = 3240.4.
The sum of squares within samples (SSW) is 6170.8 + 1482 + 729.2 = 8382 (Table 9.8).
Table 9.9 shows the ANOVA.

 
Fcal = =1620 2

698 5
2 31

.
.

.

TABLE 9.5

Mean Cost of Land (Thousands of Dollars)

Observation Low Moderate High

1 150 61 40
2 88 69 55
3 40 110 73
4 95 75 45
5 83 80 64
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For v1 = 2 and v2 = 12,

 
FTabulated at level of significance d f and0 05 2 12 3 88. . . .=

We find that the calculated value of F is less than the tabulated value, that is 2.31 < 3.88.

TABLE 9.7
Calculation of Variance between Samples

x1

2
−( )x x2

2
−( )x x3

2
−( )x

256 0.04 392.04
256 0.04 392.04
256 0.04 392.04
256 0.04 392.04
256 0.04 392.04

Total 1280 0.2 1960.2

TABLE 9.8

Calculation of Variance within Samples

x1

x x1 1

2
−( )

x1 = 91.2 x2

x x2 2

2
−( )

x2 = 75 x3

x3 3

2
−( )x

x3 = 55.4

150 3457.44 61 196 40 237.16
88 10.24 69 36 55 0.16
40 2621.44 110 1225 73 309.76
95 14.44 75 0 45 108.16
83 67.24 80 25 64 73.96
Total 6170.8 1482 729.2

TABLE 9.9

Analysis of Variance

Sources of Variation Sum of Squares Degrees of Freedom (n) Mean Sum of Squares

Between SSB = 3240.4 c – 1 = 2 MSB = 1620.2
Within SSW = 8382 n – c = 15 – 3 = 12 MSW = 698.5

TABLE 9.6

Calculation of ANOVA

x1 x2 x3

150 61 40
88 69 55
40 110 73
95 75 45
83 80 64

Total Σx1 = 456 Σx2 = 395 Σx3 = 277
x

x
x

n
91.21

1

1
= =Σ

x
x

n
2

2

2
= =Σ

75 x
x

n
55.43

3

3
= =Σ
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Therefore, the null hypothesis H0 is accepted and the alternate hypothesis H1 is rejected. 
Hence, there is no significant difference in the mean cost of land.

9.5  Summary

Many problems arise in the daily life of a manager where a decision has to be made on the 
basis of sample data. The decision made by the managers always has an inherent risk of 
being wrong. Hence, managers need to verify whether the parameters selected for mak-
ing decisions are being influenced by sampling fluctuations alone or by some other factors 
also. Hypothesis testing is a handy tool for this purpose.

Hypothesis testing is a process of testing the significance regarding a parameter of the 
population on the basis of a sample. The hypothesis being tested is called the null hypoth-
esis and generally specifies an exact parameter value. Any hypothesis complementary to 
the null hypothesis is called an alternative hypothesis. There are two-tailed tests and one-
tailed tests of hypotheses. A two-tailed test of a hypothesis will reject the null if the sam-
ple mean is significantly higher or lower than the hypothesised population mean value. 
The one-tailed tests are of two types: left-tailed (lower-tailed) test and right-tailed (upper-
tailed) test. A left-tailed test of a hypothesis will reject the null hypothesis in favour of the 
alternative hypothesis if the sample mean is significantly below the hypothesised popu-
lation mean. A right-tailed test of a hypothesis will reject the null hypothesis in favour 
of the alternative hypothesis if the sample mean is significantly higher the hypothesised 
population mean.

This chapter discussed the steps involved in testing the significance of a hypothesis and 
the types of possible errors in that process.

The methods of testing the hypothesis differ with the size of the sample. The chapter 
also discussed the test of significance for a large sample (i.e. a sample with a minimum size 
of 30) and for a small sample.

REVIEW QUESTIONS

 1. Discuss the main principles of large sample theory with special reference to the 
sampling of attributes.

 2. Why should there be different formulae for testing the significance of the differ-
ence between means when the samples are (a) small and (b) large?

 3. What is sampling distribution? Explain the role of standard errors in large sample 
tests.

 4. How would you test the significance of the difference of two variances when the 
samples are (a) large and (b) small? Mention the assumptions involved and the 
statistics used in each case.

 5. Define Student’s t and write down without proof its sampling distribution.
 6. a. Explain the terms null hypothesis and level of significance.
 b. Explain the concept of null hypothesis.
 7. What do you understand by t-test and Fisher’s F-test? Indicate some practical 

applications of these tests.
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 8. Describe the different uses of the F-statistic, stating clearly the assumption 
involved.

 9. Explain how the Student’s t-test is a landmark in the development of statistical 
methods.

 10. Explain the uses of the t-test and F-test, indicating in each case what exactly is 
sought to be tested and under what assumptions the test will be valid.

 11. Explain clearly what is meant by the sampling distributions of a statistic. Develop 
your answer with reference to one statistic.

SELF-PRACTICE PROBLEMS

 1. The incomes of a random sample of engineers in Industry I are Rs. 630, 650, 680, 
690, 710 and 720 per month. The incomes of a similar sample from Industry II are 
Rs. 610, 620, 650, 660, 690, 700, 710, 720 and 730 per month. Discuss the validity of 
the suggestion that Industry I pays its engineers much better than Industry II.

 [Answer: t = 0.1, v = 14; for v = 14, t0.05 = 2.15. The suggestion is valid.]
 2. The following table gives the retail prices of a commodity in some shops selected 

at random in four cities:

City Prices (Rs. per lb)

A 22 24 27 23
B 20 19 23 —
C 19 17 21 18
D 24 25 29 26

 Carry out the ANOVA to test the significance of the difference between the prices 
of the commodity in four cities.

 3. Four machines produce steel wire; the following data gives the diameters at 10 
positions along the wire for each machine. Examine, by performing the ANOVA 
whether the machine means can be regarded as constant.

Machine Diameters (thousandth of an inch)

A 12 13 13 16 16 14 15 15 16 17
B 12 14 14 16 16 18 17 19 20 18
C 14 21 17 14 19 18 17 17 16 15
D 23 27 25 21 26 24 57 24 20 21
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10
The Chi-Square Tests

10.1 Introduction

A test of significance might be based on the assumption that the sample values were 
drawn from universes having the same variance. The testing procedures also assumed 
that the unknown values of the parameters, about which statistical interferences were to 
be made, could be estimated from statistics obtained from random samples. This approach 
to inferential statistics is called parametric methods, since the concern is with the value of 
a parameter.

There are many situations in which it is not possible for the statistician to make a rigid 
assumption about the shape of the population from which samples are being drawn. This 
limitation has led to the development of a group of alternate techniques known as non-
parametric or distribution-free methods.

A non-parametric method may be defined as a statistical test in which no hypothesis is 
made about specific values of parameters. Distribution-free tests may be defined as meth-
ods for testing a hypothesis that does not depend on assumptions concerning the form of 
the underlying distribution.

10.2 Chi-Square, χ2

The χ2-test (pronounced ‘chi-square test’) is one of the simplest and most widely used 
non-parametric tests in statistical work. The χ2-distribution has very many applications 
in situations that involve the testing of hypotheses concerning discrete or qualitative 
data. The Greek letter χ was first used to describe this statistic by Karl Pearson in 1900. 
The quantity χ2 describes the magnitude of discrepancy between theory and observa-
tion; that is, with the help of the χ2-test, we are in a position to know whether a given 
discrepancy between theory and observation may be attributed to chance or whether it 
results from the inadequacy of the theory to fit the observed facts. If χ2 is zero, it means 
that the observed and expected frequencies completely coincide. The greater the dis-
crepancy between the observed and expected frequencies, the greater is the value of χ2.

The square of a standard normal variable is called a chi-square variate with 1 degree 
of freedom (d.f.). For example, if X is a random variable following a normal distribution 
with a mean µ and standard deviation σ, then ( )/X − µ σ is a standard normal variate and 
(( )/ )X − µ σ 2 is a chi-square variate with 1 degree of freedom.



246 Quantitative Techniques in Business, Management and Finance

10.2.1 Need for the χ2-Test

To test hypotheses about a population mean or two or more population means, it was 
assumed that the population was normal. A test of hypothesis can be made for interval data.

But for the χ2-distribution, assumptions are not necessary for shaping the parent popula-
tion, and tests can be conducted if the data is not interval scale, but is nominal or ordinal.

10.2.2 Conditions for the Validity of χ2

10.2.2.1 Assumptions

 1. N, the total frequency, that is sample size, should be large enough, N > 50.
 2. The expected frequency should be greater than 5, that is fe > 5.
 3. The data should be given in original numbers, that is natural numbers.
 4. The sample observation should be random and independent.

10.2.2.2 Interval Scale

It deals with data that was at least an interval scale such as weights, incomes and wages.

10.2.2.3 Nominal-Level or Nominal-Scale Data

This type of data can only be classified into categories, such as male and female, literate 
and illiterate.

10.2.2.4 Ordinal-Level Data

The data measurement assumes that one category is ranked higher than the next one. For 
example, a ranking of outstanding is higher than good, good is higher than fair, brighter 
is higher than lighter and so on.

10.2.3 Degrees of Freedom

 1. While comparing the table value of χ2 with the calculated value, we have to deter-
mine the degrees of freedom.

 2. Degrees of freedom is the number of classes to which the values are assigned arbi-
trarily or at will without violating the restrictions.

 3. For example, we choose any four numbers whose total is 40. Here, we have a choice 
to select any three numbers, say 10, 5 and 20, and the fourth number is 5, that is 
[40 – (10 + 5 + 20)].

  Thus, our choice of freedom is reduced by 1, on the condition that the total is 40. 
Therefore, the restriction placed on the freedom is 1 and the degrees of freedom is 
3. As the restriction increases, the degrees of freedom is reduced.

	

υ = −

= −

=

n k

  4 1

 3 	
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where:

degrees of freedom

k no. of independent constraints

υ =

=

nn no. of frequency classes=

 4. If more restrictions are placed, our freedom of choice will be still curtailed.
  For example, if there are 10 classes and we want our frequencies to be distrib-

uted in such a manner that the number of cases, the mean and the standard devia-
tion agree with the original distribution, now we have three constraints:

	

υ = −

= −

=

n k

  10 3

  7 	

  Thus, the number of degrees of freedom is obtained by subtracting the number 
of constraints from the number of frequency classes.

10.2.3.1 In Binomial Distribution

The number of degrees of freedom is one less than the number of classes:

	 υ = −n 1 	

10.2.3.2 In Poisson Distribution

The number of degrees of freedom is two less than the number of classes. (We use total 
frequency and arithmetic mean.)

	 υ = −n 2 	

10.2.3.3 In Normal Distribution

The number of degrees of freedom is three less than the number of classes. (We use total 
frequency, mean and standard deviation.)

	 υ = −n 3 	

10.2.3.4 For a Contingency Table

	 υ = − −( )( )c r1 1  	

where:
 c = number of columns
 r = number of rows



248 Quantitative Techniques in Business, Management and Finance

10.2.3.5 Important Characteristics of Degrees of Freedom (ν)

 1. The distribution of χ2 depends on the degrees of freedom.
 2. There is a different χ2-distribution for each number of degrees of freedom.
 3. The distribution is much skewed to the right for small degrees of freedom.
 4. As the degrees of freedom increases, the curve becomes more and more 

symmetric.
 5. The mean of the χ2-distribution is equal to the number of degrees of freedom.
 6. The variance is equal to 2 degrees of freedom.

10.2.4 General Aspects of χ2

 1. Tests can be performed on the actual numbers but not on the percentages and pro-
portions. If the data is in percent or proportion, then it needs to be converted into 
absolute numbers before performing the χ2-test.

 2. No theoretical cell frequency should be small. Here, again it is hard to say what 
constitutes smallness, but 5 should be regarded as the very minimum and 10 is 
better. In practice, data not infrequently contain cell-frequencies below these lim-
its. As a rule, the difficulty may be met by amalgamating such a cell into a single 
cell entitled ‘10 or greater than 10’. 

 3. The chi-square test works only when the sample size is large enough; usually, the 
sample size needs to be >50.

 4. Observations drawn need to be random and independent.

10.2.5 Characteristics of the Chi-Square Distribution

 1. χ2 is always positive. The computed value of χ2 is always positive because the dif-
ferences between Eij and Oij are squared, that is E Oij ij

 
−( ) 2.

 2. The shape of the χ2-distribution depends on number of cells. That is, the number 
of degrees of freedom is determined by (n – 1), where n is the number of samples 
(categories).

  Therefore, the shape of the χ2-distribution does not depend on the size of the 
sample.

  For example, if 300 employees of an airline were classified into one of three 
categories, that is flight personnel, ground support and administrative personnel, 
there would be n – 1 = 3 – 1 = 2 degrees of freedom.

 3. The χ2-distribution is truly skewed. However, as the number of degrees of free-
dom increases, the distribution begins to approximate the normal distribution.

 4. The greater the discrepancy between the observed frequency, the greater is the 
value of χ2.

 5. Large values of χ2 indicate disagreement between the observed frequency (Oi) and 
the expected frequency (Ei) under the null hypothesis.

 6. The critical value regions will lie towards the extreme right tail of the χ2-distribution. 
Therefore, it is called a right-tailed test or positively skewed.
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 7. It depends only on the set of observed and expected frequencies and on degrees of 
freedom.

 8. It does not make any assumptions regarding the parent population.
 9. It does not involve any population parameters (statistics) and is therefore known 

as a non-parametric test.
 10. It is a distribution-free test because there are no assumptions.
 11. If χ2 is 0, this means that the observed and expected frequencies completely 

coincide.
 12. Uses for quantitative data. Other distributions cannot be used for qualitative data. 

Generally, for qualitative data a non-parametric test is preferred, and in paramet-
ric tests we have only χ2 for qualitative tests.

 13. Goodness of fit, validity, checking or confirmation, quality checking or fitting only 
with the help of the χ2-test. In goodness of fit, the null hypothesis, H0, is proposed 
for acceptance.

10.2.6 Application of Chi-Square

 1. It is applicable for testing the significance of the concerned discrete or qualitative 
data that involves testing of a hypothesis.

 2. It describes the magnitude of discrepancy between an observation (experiment) 
and theory, and may be distributed by chance (fluctuation of sampling) or result 
from the inadequacy of the theory.

 3. It can evaluate the relationship between two or more variables.
 4. We will not always be interested in means and proportions. There are many man-

agerial situations where we will be concerned with the variability in a population, 
instead of means and proportions.

 5. The χ2-test enables us to test whether more than two population proportions can 
be considered equal.

 6. We can use the χ2-test to determine if the two attributes are independent of each 
other. The χ2-test is a test of independence that determines whether the difference 
between the proportions representing more than two samples is significant.

 7. It determines whether the two attributes according to which a population is cat-
egorised are independent of each other, and it also serves as a test for goodness 
of fit.

 8. It is useful when analysing cross-tabulation.
 9. It helps to determine whether there is any significant association between the vari-

ables involved in the research problem.

10.2.7 Limitations of Chi-Square

 1. If there are only two cells, the expected frequency (Ei) in each cell should be five or 
more.

 2. For more than two cells, χ2 should not be applied if more than 20% of Ei cells have 
less than five frequencies.
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10.3 Chi-Square Test of Goodness of Fit

This is a non-parametric test developed by Karl Pearson in the early 1900s. χ2 is a test sta-
tistic used to test a hypothesis that provides a set of theoretical frequencies with which 
observed frequencies are compared; goodness means +ve. It is used to determine how well 
an observed set of data fits an expected set, by using the formula

	
χ2

2

1

= −









=
∑ ( )O E

E
i i

i
i

n

	

where:
 n = number of categories
 Oi = observed frequency in a particular category
 Ei = expected frequency in a particular category

10.3.1 Procedure for χ2-Test of Goodness of Fit – Steps

 1. Formulate H0 and H1.
	 	 Null hypothesis H0: There is no difference between the set of observed frequen-

cies and the set of expected frequencies; that is, any difference can be attributed to 
chance.

  Alternate hypothesis H1: There is a difference between the two set of 
frequencies.

 2. Calculate the expected frequency.
 3. The test statistic. Calculate χ2 by using the formula.
 4. Decide on the test level of significance. Alpha (α)  =  5%, a level of significance 

which is the same as the Type I error of probability. Thus, the probability is 0.05 
that a true null hypothesis will be rejected, and the degrees of freedom = (n – 1), 
where n = number of samples.

 5. The decision rule and the critical value. Determine the critical (tabulated) value of 
χ2 and then compare it with the calculated value.

10.3.2 Critical Value

The decision rule in hypothesis testing requires finding a number that separates the 
region, where we do not reject H0 from the region of rejection. This number is called the 
critical value.

 6. Deduce the conclusion.

10.3.3 Decision Rules

 1. The decision rule indicates that if there are large differences between the expected 
and observed frequencies, resulting in a computed χ2 of more than the table 
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value, the null hypothesis should be rejected. If the calculated value of chi-square 
(χ2

calculated) is greater than the tabulated value of chi-square (χ2
tabulated), we reject H0 

and accept the alternate hypothesis, H1.
 2. If the difference between the observed and expected frequencies is small, then H0 

should not be rejected, that is accepted. Clearly, if the differences between Eij and 
Oij are small, the computed χ2-value will be less and the null hypothesis should 
not be rejected, because such small differences between the expected and observed 
frequencies are probably due to chance. Do not reject the null hypothesis, H0, if the 
calculated value of χ2 is less than or equal to the χ2 table value.

10.4 Chi-Square Test – Test of Independence

10.4.1 Characteristics

 1. It is used to evaluate the relationship between two or more variables.
 2. It is useful when analysing cross-tabulation.
 3. It helps in determining whether there is any significant association between the 

variables involved in the research problem.
  For example, suppose N number of observations are classified according to cri-

teria. We may ask whether the criteria are relative or independent, for example

 1. Whether a particular drug is effective in controlling fever
 2. Whether there is any association between petrol consumption and air pollution

10.4.2 Procedure for χ2-Test of Independence – Steps

 1. Formulate the null (H0) and alternate (H1) hypotheses.
 2. Calculate the expected frequency.

	
E

n n
n

ij
i j= ×

where:
 Eij = expected frequency of a cell corresponding to a particular row and column
 ni = row total
 nj = column total
 n = total sample size

 3. Calculate χ2 by using the formula.
 4. Decide on the test level of significance and degrees of freedom.

  Degrees of freedom = [Number of rows – 1] [Number of columns – 1]
 5. Determine the critical value of χ2 and then compare it with the calculated value.
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where:
 Oij = observed frequency in ith row and jth column
 Eij = expected frequency in ith row and jth column
 n = number of rows
 k = number of columns

 6. Deduce the conclusion.
 For example,

 H0: Given data follows a Poisson distribution.
 H0: X batch is a successful batch.

Exercise

Table 10.1 shows the data obtained during an epidemic of dengue.
Test the efficiency of inoculation in preventing the attack of dengue.

Solution

 1. Use the formulae for H0 and H1.
	 H0: Inoculation is not effective in preventing the attack of dengue.
 H1: Inoculation is effective in preventing the attack of dengue.

 2. Calculate the expected frequency.

	
E

n n
n

ij
i j=
×

	

where:
Eij = expected frequency of a cell corresponding to a particular row and column 
ni = row total
nj = column total
n = total sample size

  The observed frequencies and corresponding expected frequencies are 
shown in parentheses in Table 10.2.

 3. Calculate χ2 by using the formula
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where:
Oij = observed frequency in ith row and jth column
Eij = expected frequency in ith row and jth column
n = number of rows
k = number of columns
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The calculation is shown in Table 10.3.

 4. Decide on the test level of significance and degrees of freedom.
 Degrees of freedom = [Number of rows – 1] [Number of columns – 1]
	 = [2 – 1] [2 – 1]
	 = 1
 The level of significance is 5%.

 5. Determine the critical value of χ2 and then compare it with the calculated 
value.

 From the χ2-distribution table,

	 χ2
Tabulated (1 d.f. at 5%) = 3.84

	 χ2
Calculated = 14.63

	 χ2
Tabulated (3.84) > χ2

calculated (14.63)

 See the graph in Figure 10.1.

TABLE 10.1

Data of an Epidemic of Dengue

Attacked Not Attacked Total

Inoculated 31 469 500
Not inoculated 185 1,315 1500
Total 216 1,784 2000

TABLE 10.2

Observed and Expected Frequencies

Attacked Not Attacked Total

Inoculated 316 500
2000

×

= (54) 31

1784 500
2000

×

= (446) 469

500

Not inoculated 316 500
2000

×

=(162) 185

1784 1500
2000

×

=(1338) 1315

1500

Total 216 1784 2000

TABLE 10.3

Calculation of χ2

Oi Ei (Oi – Ei) (Oi – Ei)2 (Oi – Ei)2/Ei

31 54 23 529 9.80
185 162 23 529 3.26
469 446 23 529 1.18
1315 1338 23 529 0.39
∑Oi = 2000 ∑Ei = 2000 ∑(Oi – Ei)2/Ei = 14.63
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 Conclusion: There is evidence to reject the null hypothesis that

	 χ2
Calulated > χ2

Tabulated

 Therefore, we conclude that the calculation is effective in preventing the attack 
of dengue.

Exercise

Channel viewership is segregated according to age group. Evaluate the statistical sig-
nificance of association among the variables involved in the cross-tabulation.

Table 10.4 shows the channel viewership distribution according to age group.

Solution

Observation: The 15–35 age group respondents prefer Channel A compared with the 
other channels. But, it is not certain whether this observation is representative of the 
entire population or whether it is due to sampling error. This dilemma can be resolved 
by subjecting the data to a χ2-test.

Rejection

Chi-Square 
test statistic

3.84 14.63

FIGURE 10.1
Chi-square test of independence.

TABLE 10.4

Channel Viewership Distribution 
according to Age Group

Channel →, 
Age Group ↓ A B C Total

10–15 20 30 30 80
15–35 80 70 50 200
≥35 60 40 20 120
Total 160 140 100 400
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Steps

 1. Formulate H0 and H1.
 H0: There is no significant association between age groups and channel 

viewership.
 H1: There is a significant association between age groups and channel 

viewership.
 2. Calculate the expected frequency.

  The expected frequency value for each category (age group) can be calcu-
lated by using the formula

	
E

n n
n

ij
i j=
×

	

where:
 Eij =  expected frequency of a cell corresponding to a particular age group and a 

particular channel
 ni = row total
 nj = column total
 n = total sample size

  Table 10.5 shows the observed frequencies and corresponding expected fre-
quencies in parentheses.

 3. Calculate	χ2 =
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where
 Oij = observed frequency in ith row and jth column
 Eij = expected frequency in ith row and jth column

  The calculation of χ2 is shown in Table 10.6.
 4. Decide on the level of significance and degrees of freedom.

  Let us set the level of significance at 1%.
  Degrees of freedom ν = (n – 1) (k – 1),

where
	 ν = degrees of freedom
 n = number of rows
 k = number of columns

TABLE 10.5

Observed and Expected Frequencies

Channel →, 
Age Group ↓ A B C Total

10–15
80 60

400
32 20

× = ( )
80 140

400
28 30

× = ( )
80 100

400
20 30

× = ( ) 80

15–35
200 160

400
80 80

× = ( )
200 140

400
70 70

× = ( )
200 100

400
50 50

× = ( ) 200

≥35
120 160

400
48 60

× = ( )
120 140

400
42 40

× = ( ) 
100 120

400
30 20

× = ( ) 120

Total 160 140 100 400
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  Here, n = 3, k = 3 and
	 	 ν = (3 – 1) (3 – 1) = 2 × 2 = 4

 5. Determine the critical value and compare it with the calculated value.
  From the χ2-distribution table,
	 	 χ2

Tabulated for 4 d.f. at the 1% level of significance = 13.28
	 	 χ2

Calculated = 16.08

	 χ2
Tabulated (13.28) < χ2

Calculated (16.08)

  Graph the χ2-test, for 4 degrees of freedom, at the 1% level of significance 
showing the region of rejection (Figure 10.2).

TABLE 10.6

Calculation of χ2

Oij Eij (Oij – Eij) (Oij – Eij)2

( )O E
E

ij ij

ij

− 2

20 32 –12 144 4.5
30 28 2 4 0.1428571
30 20 10 100 5.0
80 80 0 0 0
70 70 0 0 0
50 50 0 0 0
60 48 12 144 3
40 42 –2 4 0.095238
20 30 –10 100 3.33333
∑Oij = 400 ∑Eij = 400 χ2 ≅	16.08

Rejection

Chi-Square 
test statistic

13.28 16.08

FIGURE 10.2
Chi-square test of independence.
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 6. Deduce the conclusion: evidence to reject the null hypothesis (H0).

	 χ2
Calculated (16.08) > χ2

tabulated (13.28)

  Therefore, the null hypothesis that there is no significant association 
between the age group and the channel viewership is rejected. This implies 
that the channel viewership is significantly (1% level) dependent on the age 
group.

Conclusion

The channel viewership is significant (1% level) dependent on the age group.

10.5 Strength of Association

 1. The test of independence will only enable the researcher to identify whether there 
is an association between the two variables.

 2. The test will not describe the strength or magnitude of the association.
 3. The strength of the association can be evaluated using two key techniques:
 a. Phi-coefficient
 b. Coefficient of contingency

10.6 Phi-Coefficient

In order to measure the strength, the phi-coefficient is used. It is denoted by Φ . The phi-
coefficient measures the strength of association between only two variables (i.e. with two 
rows and two columns). It fails to measure the strength of association between more than 
two variables.

A formula for measuring the strength of association between two variables is

 
Φ = χ2

n

where
	 χ2 = calculated chi-square value
 n = sample size

A limitation is that Φ measure is suitable for only 2 × 2 tables.
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10.7 Coefficient of Contingency

This technique can measure the strength of association between more than two variables. 
It can be calculated for tables of any size. The coefficient of contingency (C) can be calcu-
lated by using the given formula

 
C

n
=

+
χ

χ

2

2

where:
	 χ2 = calculated chi-square value
 n = sample size

 1. The coefficient varies from 0 to 1.
 2. Value 0 indicates there is no association between the variables.
 3. Value 1 indicates the maximum strength.

  For example, the calculated χ2-value is 16.08, and the sample size is 200. The 
coefficient of contingency is given by

	

C =
+

=
+

=

χ
χ

2

2 n

   
 16.08

16.08  200

    0.2727945796 	

10.8 Summary

In this chapter, we have looked at some situations where we can develop tests based on the 
chi-square distribution. We started by testing the variance of a normal population where 
the test statistic used was (n )s− 1 2 2/σ  since the distribution of the sample variance s2 was 
not known directly. We found that such tests could be one-tailed depending on our null 
and alternative hypotheses.

We then describe a multinational experiment and found that if we have data that classify 
observations into k different categories, and if the conditions for the multinomial experi-
ment are satisfied, then a test statistic called the chi-square statistic, defined as
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will have a chi-square distribution with specified degrees of freedom. Here, Oi refers to 
the observed frequency of the ith category and Ei to the expected frequency of the ith cat-
egory, and the degrees of freedom is equal to the number of categories minus 1, minus the 
number of independent parameters estimated from the data to calculate the Ei values. This 
concept was used to develop tests concerning the goodness of fit of the observed data to 
any hypothesised distribution, and also to test whether two criteria for classification are 
independent.

The chapter also discussed the concepts of the chi-square test and its uses and testing 
for goodness of fit. The various tests of hypothesis in the earlier sections are based on the 
assumption that the sampling distribution follows a normal distribution curve. However, 
it is not always possible to assume the distribution pattern from which the samples are 
drawn. To overcome this difficulty, many managers use chi-square tests. Chi-square is a 
test statistic used to test a hypothesis that provides a set of theoretical frequencies with 
which observed frequencies are compared.

REVIEW QUESTIONS

 1. What is the χ2-test of goodness of fit? What precautions are necessary in using this 
test?

 2. Describe the χ2-test of significance and state the various uses to which it can 
be put.

 3. Illustrate with examples the usefulness of the χ2-test as a test for independence.
 4. Describe the use of the χ2-test in testing the independence of attributes in a 2 × 2 

contingency table.
 5. Explain how the χ2-distribution can be used to (a) test the goodness of fit and 

(b) test the independence of the cell frequencies in a 2 × 2 contingency table.

SELF-PRACTICE PROBLEMS

 1. The following data relates to the sales in a time of trade depression of a certain 
proprietary article in wide demand. Does the data suggest that the sales are sig-
nificantly affected by the depression?

Districts Where 
Sales Are

Districts Not Hit 
by Depression

Districts Hit by 
Depression Total

Satisfactory 250  80 330
Not satisfactory 140  30 170
Total 390 110 500

  [Answer: χ2 = 0.84; χ2 
0.05 = 3.84. The hypothesis holds well.]

 2. Two sample polls of votes for two candidates A and B for a public office are taken, 
one from among residents of urban areas and the other from residents of rural 
areas. The results are given below. Examine whether the nature of the area is 
related to voting preferences in the election.
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Votes for
Area A B Total

Rural 620 380 1000
Urban 550 450 1000
Total 1170 830 2000

  [Answer: χ2 =  10.6, the table value of χ2 at the 5% level for v =  1 =  3.84. The 
hypothesis does not hold well.]
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11
Business Forecasting

11.1 Introduction

The business decisions analysis of an industry gives valued information that is useful for 
determining business forecasting. Unfavourable business forecasting results are useful 
for either improving the business performance of an industry or liquidating it at the earli-
est. This vital contribution of business decision analysis to an industry has to be acknowl-
edged by the management from the viewpoint of its business interests in the future.

Data on demands of the market may be needed for a number of purposes to assist an 
organisation in its long-, medium- and short-term decisions.

11.2 Forecasting

Growing competition, rapidly changing circumstances and the trend towards automa-
tion demand that decisions in business are not based purely on guesses and hunches but, 
rather, on a careful analysis of data concerning the future course of events.

When estimates of future conditions are made on a systematic basis, the process is 
referred to as forecasting, and the figure obtained is known as a forecast.

In a world where the future is not known with certainty, virtually every business and 
economic decision rests on a forecast of future conditions. When someone assumes the 
responsibility for running a business, they automatically take on the responsibility for 
forecasting the future and the successful or unsuccessful course of events.

Forecasting aims at reducing the area of uncertainty with respect to costs, profit, sales, 
production, pricing, capital investment and so on.

If the future were known with certainty, forecasting would be unnecessary. Decisions 
could be made and plans formulated on a once-and-for-all basis, without the need for 
subsequent revision. But uncertainty does exist, future outcomes are rarely assured, and 
therefore, an organised system of forecasting is necessary rather than the establishment of 
predictions based on hunches, intuition or guesses.

Forecasting is essential for a number of planning decisions and often provides a valu-
able input on which future operations of the business enterprise depend.

Areas where forecasts of the future product demand would be useful are

 1. Specification of production
 2. Planning of equipment, manpower and procurement
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 3. Budget allocation depending on production and sales
 4. Determination of inventory policy
 5. Decision on expansion and changes in production process
 6. Future trends of product development, diversification, scrapping and so on
 7. Design of pricing policy
 8. Planning of distribution and sales promotion

11.3 Future Uncertainty

The future is uncertain, and any forecast at best is an educated guess with no guarantee 
of coming true.

Forecasting generally refers to the scientific methodology that often uses past data along 
with some assumptions to come up with a forecast of future demand.

A prediction is an estimate made by an individual using an intuitive ‘hunch’, which may, 
in fact, turn out to be true.

The demand for a particular product (say, a raincoat) would depend on competitors’ 
prices, advertising, weather conditions, population, and a number of factors that might 
even be difficult to identify. In spite of these complexities, a forecast has to be made so that 
the manufacturers of raincoats (a product that exhibits a seasonal demand) can plan for 
the next season.

11.4 Forecasting for Planning Decisions

The primary purpose of forecasting is to provide valuable information for planning the 
design and operation of the enterprise. Planning decisions may be classified as long term, 
medium term and short term.

Long-term decisions include decisions such as plant expansion or new product intro-
duction, which may require new technologies. Such decisions are characterised by lack 
of quantitative information and absence of historical data on which to base the forecast of 
future events. Intuition and the collected opinion of experts in the field play a significant 
role in developing forecasts.

Medium-term decisions involve

 1. Planning the production levels in a manufacturing plant over the next year
 2. Determining manpower requirements or inventory policy

Short-term decisions involve

 1. Daily production planning
 2. Scheduling decisions



263Business Forecasting

11.5 Steps in Forecasting

Forecasting business change involves more than analysis of such things as secular trend, 
seasonal variations, cyclical variations and a consideration of cause and effect.

Forecasting of business fluctuations consists of the following steps:

 1. Understanding the occurrence of changes in the past
  If an attempt is made to forecast business fluctuations without understand-

ing why past changes have taken place, the forecast will be purely mechanical, 
based solely on the application of mathematical formulae and subject to serious 
error.

 2. Determining phases of business activity to be measured
  It is necessary to measure certain phases of business activity to predict what 

changes will probably follow the present level of activity.
 3. Selecting and compiling data to be used as measuring devices

  Statistical data cannot be selected and compiled in an intelligent manner unless 
there is a sufficient understanding of business fluctuations; it is important that 
reasons for business fluctuations be stated in such a manner that it is possible to 
secure data related to the reasons.

 4. Analysing the data
  The data is analysed in the light of one’s understanding of the reason why 

change occurs.

If it is reasoned that a certain combination of forces will result in a given change, the 
statistical part of the problem is to measure these forces, and to draw conclusions on the 
future course of action from the data available. The methods of drawing conclusions may 
be called forecasting techniques, which represent a large number of analytical devices for 
summarising data and drawing inferences from the summaries.

11.6 Methods of Forecasting

The rule-of-thumb method has been practiced in business. It consists in deciding about the 
future in terms of past experience. This method is very widely used in business. However, 
it can lead to absurd conclusions if employed by the inexperienced.

The techniques of forecasting are applicable to every sphere of business activity. 
Forecasting business change involves more than an analysis of statistical data – it also 
embodies the prediction of economic change, such as

 1. Secular trend
 2. Seasonal variation or cyclical variation
 3. Consideration of cause and effect
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Methods of forecasting are

 1. Business barometers
 2. Extrapolation
 3. Regression analysis
 4. Econometric models
 5. Forecasting by the use of time series analysis
 6. Opinion polling
 7. Causal models

A forecast is usually a combination of several techniques.

11.6.1 Business Barometers

Practical forecasting is a series used as an ‘index’ or ‘indicator’ of basic conditions related 
to the industry. The term barometer is used in business statistics to mean an indicator of the 
present economic situation and to designate an indicator of future conditions.

Series that aid in business forecasting include

 1. Gross national product
 2. Employment
 3. Wholesale prices
 4. Consumer prices
 5. Industrial production
 6. Volume of bank deposits and currency outstanding
 7. Consumer credit
 8. Disposable personal income
 9. Departmental store sales
 10. Stock prices
 11. Bond yields

Index numbers relating to different activities in the field of production, trade, finance 
and so on may be combined into a general index of business activity. General index refers 
to the general conditions of trade and industry. But the behaviour of individual indus-
tries and trades might show a different trend from that of the composite business activity 
index. The trends indicated by barometers will guide the business person as to whether 
the stocks of goods should be increased or released, whether to increase investment or not, 
and so on.

11.6.2 Extrapolation

Extrapolation relies on the relative constancy in the pattern of past movements in some 
time series. Extrapolation is used for sales forecasts and for other estimates when ‘better’ 
forecasting methods may not be justified.
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Since extrapolation assumes that the variable will follow its established pattern of 
growth, the problem is to determine the trend curve and the values of its parameters.

Trend curves suitable for business forecasting application are

 1. Arithmetic trend: The straight-line arithmetic trend assumes that growth will be 
by a constant absolute amount each year.

 2. Semi-log trend: The semi-logarithmic trend assumes a constant percentage 
increase each year. Since the annual increment is constant in logarithms, this line 
translates into a straight line when drawn on paper in a logarithmic vertical scale.

 3. Modified exponential trend: This curve assumes that each increment of growth 
will be a constant percentage (less than 100%) of the previous one. The line trends 
generally to approach, but never quite reach, a constant asymptote, which may be 
thought of as an upper limit.

 4. Logistic curve: The logistic curve has both an upper asymptote and a lower asymp-
tote. It assumes a ‘law of growth’ involving increasing increments from an initial 
low value and then gradual slowing down of growth as ‘maturity’ is approached.

 5. The Gompertz curve: The Gompertz curve is often used to describe growth of 
industrial output.

Selection of an appropriate growth curve can be guided by empirical and theoretical 
considerations. Empirically, it is a question of selecting the curve that best fits the past 
movement of the data. Theoretical matters that intervene in this logic may support a par-
ticular growth pattern.

For example, population growth when there are no resource or choice restraints implies 
a geometric pattern of growth. With limited resources, population is sometimes thought 
to grow along a logistic curve.

11.6.3 Regression Analysis

The regression approach offers many valuable contributions to the solution of the forecast-
ing possible or theoretically suggested relationships between variables in a complex econ-
omy those which will be useful for forecasting. If two variables are functionally related, 
knowledge of one will make possible an estimate of the other.

For example, if we know that advertising expenditure and sales are correlated, we can 
find out the probable increase in sales for a given advertising expenditure, or vice versa.

Regression relationships may involve only one predicted, or dependent, and one inde-
pendent variable (simple regression), or they may involve relationships between the vari-
able to be forecast and several independent variables (multiple regression).

Statistical techniques to estimate the regression equations are often complex and time-
consuming, but there are many computer programs now available that estimate simple 
and multiple regressions cheaply and quickly.

The dangers in using regression analysis for forecasting are

 1. There is a possibility of a mechanistic approach, accepting with little question the 
relationship that the calculations reveal – perhaps that with the highest r2 – and 
applying it to forecasting. There are many possibilities for spurious correlation 
among time series, as many series move together over time even where there is no 
conceivable connection between them.
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 2. There is a risk that the estimated regression is false. The forecaster must always 
use judgement and knowledge of the facts and of the underlying theory.

11.6.4 Econometric Models

Econometric techniques, which originated in the early 1800s, have recently gained popu-
larity for forecasting. Much of the revival of econometrics is attributed to the growth of 
computer technology.

The term econometrics refers to the application of mathematical economic theory and 
statistical procedures to economic data to verify economic theorems and to establish quan-
titative results in economics. An econometrician is, therefore, an economist, a statistician 
and a mathematician, all in one.

Econometric models take the form of a set of simultaneous equations. The values of 
the constants in such equations are supplied by a study of statistical time series, and a 
large number of equations may be necessary to produce an adequate model. The work 
of computation is greatly facilitated by electronic data-processing equipment such as 
computers.

At the present time, most short-term forecasting uses only statistical methods with lit-
tle qualitative information. However, in the years to come, when most large companies 
develop and refine econometric models of their major businesses, this forecasting tool will 
become more popular.

The development of an econometric model requires sufficient data that the correct rela-
tionships can be established. When data is scarce – for example, when a product is first 
introduced into a market – this method cannot be profitably employed.

The econometric model is most formal, since the forecast is based on an explicit math-
ematical model. The model states in detail and in quantitative terms the ways in which 
the various aspects of the economy are interrelated. Theoretically, the model makes pos-
sible a wholly mechanical forecast once values have been estimated for the exogenous 
variables. But, in practice, qualitative and quantitative forecasters have tended to come 
together.

The ‘artist’ forecaster has become fully aware of the need for quantitative relationships, 
while the econometric forecaster has learned that in some instances, quantitative relation-
ships have to be modified by qualitative factors.

The econometric model provides the forecaster with a record of the prediction with a 
clear statement of the assumptions concerning exogenous variables and the solution of the 
model – it is often possible, or at least it is made easier, to trace and reproduce the causes 
for success as well as failures.

One can learn just where errors were made and where improvements can be made. 
Thus, discredited hypothesis may be dropped and new ones can be substituted, which 
ultimately will lead to better understanding of the economic system and business 
fluctuations.

Econometric models are not very popular in practice, because it is probably neither 
necessary nor feasible for every business forecaster to construct their own model of the 
economy. The effort and cost involved in a fully developed econometric model are well 
beyond most forecasting operations. Most forecasters will probably rely on the basis 
aggregate models developed at research institutes or universities. These models may be 
used to make predictions and to test out alternative assumptions about government pol-
icy or the other exogenous aspects of the economy. With the help of the various forecast-
ing methods and of their interrelationships, forecasts will be improved.
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11.6.5 Forecasting by the Use of Time Series Analysis

Time series analysis helps to identify and explain

 1. Any regular or systematic variation in the series of data that is due to seasonality – 
the seasonals

 2. Cyclical patterns that repeat every 2 or 3 years or more
 3. Trends in the data
 4. Growth rates of these trends

Most existing methods identify only the seasonal, the combined effect of trends and 
cycles, and the irregular, or chance, component. That is, they do not separate trends from 
cycles.

This is not to say that those other effects are not to some degree manageable. The sug-
gestion is that the analysis of trend and seasonal effects and the projection of these two 
sets of forces should be understood to be the first step in the forecast, and that, taking 
into account such cyclical and residual forces as may be manageable, further refinements 
should then be made.

Many statisticians consider time series analysis a somewhat useless tool. One critic, 
M J Moroney, said that ‘Economic forecasting like weather forecasting in England is only 
valid for the next six hours or so. Beyond that it is sheer guesswork’.

In any event, although the limitations of time series analysis must be understood, the 
importance and usefulness of these procedures should not be underestimated.

Purpose of analysis:

 1. It provides an initial approximation forecast that takes into account those empiri-
cal regularities that can, with reasonable assurance, be expected to persist.

 2. After the trend and seasonal effects have been identified and measured, the origi-
nal data may be adjusted for these influences, yielding a new historical time series 
consisting of the trend and seasonally adjusted data. This new time series may be 
helpful in the analysis and interpretation of cyclical and residual influences.

This method of forecasting can be used only when several years’ data for a product or 
product line are available, and when relationships and trends are both clear and relatively 
stable.

11.6.6 Opinion Polling

Opinion polling is a basis for forecasting. The Survey Research Center of the University of 
Michigan conducts an annual poll regarding the future plans of consumers. The answers 
to many questions are translated into short-run demand for colour television sets, automo-
biles and other consumer products.

11.6.7 Causal Models

A causal model is the most sophisticated kind of forecasting tool. It expresses mathemati-
cally the relevant causal relationships and may include pipeline considerations (i.e. inven-
tories) and market survey information. It may also directly incorporate the results of a 
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time series analysis. The causal model takes into account everything known of the dynam-
ics of the flow system and uses predictions of related events such as competitive action, 
strikes and promotions.

If the data is available, the model generally includes factors for each location in the flow 
chart and connects these by questions to describe overall product flow. If certain kinds of data 
are lacking, initially, it may be necessary to make assumptions about some of the relationships 
and then track what is happening to determine whether the assumptions are true. Typically, a 
causal model is continually revised as more knowledge about the system becomes available.

11.7 Choice of a Method of Forecasting

Choice of a method of forecasting depends on

 1. Context of the forecast
 2. Relevance and availability of historical data
 3. Degree of accuracy desirable
 4. Time period to be forecast
 5. Cost benefit or value of the forecast to the company
 6. Time available for making the analysis

These factors must be weighed constantly and on a variety of levels. In general, for 
example, the forecaster should choose a technique that makes the best use of available 
data. If they can readily apply one technique of acceptable accuracy, they should not try 
to ‘gold plate’ by using a more advanced technique that offers potentially greater accuracy 
but that requires non-existent information or information that is costly to obtain.

Furthermore, where a company wishes to forecast with reference to a particular product, 
it must consider the stage of the product’s life cycle for which it is making the forecast.

11.8 Theories of Business Forecasting

 1. Sequence or time-lag theory
 2. Action and reaction theory
 3. Economic rhythm theory
 4. Specific historical analogy
 5. Cross-section analysis

11.8.1 Sequence or Time-Lag Theory

Time-lag theory is based on the assumption that most business data have lag and lead 
relationships; that is, changes in business are successive and not simultaneous. There is a 
time lag between different movements.
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For example, expenditure on advertisement may not at once lead to an increase in sales. 
Similarly, when government makes use of deficit financing, it leads to inflationary pres-
sures: the purchasing power of people goes up; the wholesale prices and retail prices start 
rising. With the rise in retail prices, the cost of living goes up, and with it there is a demand 
for increased wages. Thus, one factor, that is, more money in circulation, has affected vari-
ous fields of economic activity not simultaneously but successively. Similarly, when the 
excise duties are increased by the government, they result in increase in prices, which 
would lead to higher demand for wages.

The reliability of the forecast depends in this case on the accuracy with which time lag 
is estimated. Also, forecasting should not be done mechanically; due allowance should be 
made for the effects of the current economic conditions and other special factors operating 
at the time, and the forecast should be modified in the light of these special factors.

11.8.2 Action and Reaction Theory

This theory is based on the following assumptions:

 1. Every action has a reaction after some time.
 2. The magnitude of reaction is based on the magnitude of the original action.

Thus, if the price of rice has gone up above a certain level in a certain period, there is a 
likelihood that after some time it will go down below the normal level.

Thus, according to this theory, a certain level of business activity is normal – subnormal 
or abnormal conditions cannot remain so for ever; there is bound to be a reaction to them. 
Thus, we find four phases of a business cycle:

 1. Prosperity
 2. Decline
 3. Depression
 4. Improvement

Since the theory regards a certain level of business activity as normal, the normal level 
must be very carefully estimated at the time of making forecasts. However, in practice, it 
is really difficult to decide precisely what constitutes ‘normality’.

11.8.3 Economic Rhythm Theory

The basic assumption of this theory is that ‘history repeats itself’, and hence, the exponents 
of this theory believe that economic phenomena behave in a rhythmic order.

Cycles of nearly the same intensity and duration tend to recur. Thus, the available his-
torical data has to be analysed into its component parts, and different types of fluctuations 
influencing it have to be segregated. A trend is then obtained, which will represent a long-
term tendency to growth or decline. This trend line is projected a number of years into the 
future, either by the freehand method or by the mathematical method. This is done on the 
assumption that the trend line represents the normal growth or decline of the series.

Limitations of economic rhythm theory:

 1. Business cycles are not strictly periodic, and the statistical extrapolation of cycles 
is not very satisfactory.
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 2. An error can be committed by an increase in either amplitude or duration, whereas 
the business person is primarily interested in predicting the turning points of a 
cycle.

11.8.4 Specific Historical Analogy

This theory is based on the assumption that not all business cycles are uniform in ampli-
tude or duration, and as such, the use of history is made not by projecting any fancied 
economic rhythm into the future, but by selecting some specific previous situation that has 
many of the earmarks of the present and concluding that what happened in that previous 
situation will happen in the present one also.

A time series relating to the data in question is thoroughly scrutinised, and from it a 
period is selected in which conditions were similar to those prevailing at the time of mak-
ing the forecasts. The course which events took in the past under similar circumstances 
is then studied, which gives an idea of the likely course that the phenomenon in question 
will follow.

For example, after World War II, many persons forecast a depression, because World War 
I had been followed by a depression.

11.8.5 Cross-Section Analysis

This theory is based on the knowledge and interpretation of current forces rather than 
projection of past trends. The theory assumes that no two cycles are alike, but that like 
causes always produce like results.

All the factors bearing on a given situation are assembled, and relying on knowl-
edge of economic processes, the forecaster concludes whether the situation is favour-
able or not. Immediate recognition is given to the fact that business conditions are 
shaped by simultaneous inflationary and deflationary forces. Predominance of infla-
tionary forces results in booms, whereas predominance of deflationary forces leads 
to depression.

The forecaster who uses this method

 1. Itemises inflationary forces
 2. Enumerates stable forces
 3. Itemises deflationary forces

Weights are assigned to these forces on the basis of judgement.
The dominant forces change from time to time. Factors that may be considered include

 1. Technological development
 2. Supply–demand relationship
 3. Governmental policies
 4. Business people’s expectations

Several organisations regularly conduct surveys of executive opinions concerning future 
trends of general business conditions and selected series of business data.
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11.9 Forecasting Agencies

Business forecasting has become a specialised job, and in many advanced countries, such 
as the United States and the United Kingdom, there are forecasting agencies, which employ 
expert statisticians to analyse and interpret statistical material and publish results.

However, in India, such agencies, though badly needed, have not yet come into being. 
The important forecasting agencies of the United States and the United Kingdom are

• United States: Harvard Committee of Economic Research
• Brookmire Economic Services

• United Kingdom: London and Cambridge Economic Services
• Economists’ Organisation

Most business people, even today, depend on their intuition and judgement rather than 
on scientific analysis of facts for deciding on a future course of action, and, thus, scientific 
forecasting is practically absent. However, it is gratifying to note that a large number of 
governmental and non-governmental agencies are engaged in the task of collection, analy-
sis and interpretation of data affecting the various aspects of business and the economy. If 
the business person supplements their judgement with these important indicators, a much 
better forecast will be possible.

11.10 Caution While Using Forecasting Techniques

Forecasting business conditions is a complex task, which cannot be accomplished with 
exactness. The economic, social and political forces that shape the future are many and 
varied; their relative importance changes almost constantly.

It is obvious, therefore, that statistical methods cannot claim to be able to make the 
uncertain future certain. It does not follow from this disclaimer that statistical methods 
have nothing to contribute to business forecasting. The choice is not between forecasting 
and not forecasting, because the lack of a forecast implies a dangerous type of forecast; 
the mere warning of a possibility of a change is better than no warning at all. As is widely 
said, ‘Forewarned is forearmed’.

Also, it should be remembered that forecasts are not made just for the sake of forecast-
ing; that is, they are not ends in themselves. Forecasts are made to assist management in 
determining a strategy and alternative strategies.

11.11 Advantages of Forecasting

 1. Help to predict the future
  Forecasting does not provide you with a crystal ball to see exactly what will 

happen to the market and your company over the coming years, but it will help to 
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give you a general idea. This will provide you with a sense of direction, which will 
allow your company to get the most out of the marketplace.

 2. Learn from the past
  Looking at what has happened in the past can help companies predict 

what will happen in the future, thus making the company stronger and more 
profitable.

 3. Save on staffing costs
  Forecasting allows companies to predict how much product will need to be pro-

duced to meet customer demand. Companies can use this data to accurately deter-
mine how many employees they will need to have on hand to meet the required 
level of production.

 4. Remain competitive
  A business that does not use forecasting techniques will likely succumb to 

its competition in a short time. Having a general idea of what sales to expect 
in the following period is very important. This will help a company prepare 
to meet customer demand; otherwise, customers will look to fulfil their need 
elsewhere.

 5. Prepare for new business
  By forecasting demand, a company can see whether an increase in sales is 

likely imminent. This will allow the company to prepare for this increase in busi-
ness by providing extra staff or production facilities to meet this new level of 
demand.

11.12 Disadvantages of Forecasting

 1. Basis of forecasting
  The most serious limitations of forecasting arise out of the basis used for mak-

ing forecasts. Top executives should always bear in mind that the bases of fore-
casting are assumptions, approximations and average conditions. Management 
may become so concerned with the mechanism of the forecasting system that it 
fails to question its logic.

 2. Reliability of past data
  Forecasting is made on the basis of past data and current events. Although past 

events/data are analysed as a guide to the future, a question is raised as to the 
accuracy as well as the usefulness of these recorded events.

 3. Time and cost factor
  These factors suggest the degree to which an organisation will go for formal 

forecasting. The information and data required for forecasting may be in a highly 
disorganised form; some may be in qualitative form. The collection of information 
and conversion of qualitative data into quantitative data involve a lot of time and 
money.
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11.13 Summary

The chapter has emphasised the importance of forecasting in all planning decisions. There 
are methods, such as moving averages or exponential smoothing, that are based on aver-
aging past data. Regression is also used in the estimation of parameters of causal or econo-
metric models.

REVIEW QUESTIONS

 1. What do you mean by forecasting?
 2. State the methods of forecasting.
 3. Why is forecasting so important in business? Identify applications of forecasting 

for
 i. Long-term decisions
 ii. Medium-term decisions
 iii. Short-term decisions
 4. How would you conduct an opinion poll to determine student reading habits and 

preferences towards daily newspapers and weekly magazines?
 5. What is meant by business forecasting? Give a critical estimate of the methods 

used in business forecasting.
 6. Distinguish between the ‘historical analysis of past conditions’ and the ‘cross-sec-

tion analysis of current events’ as methods of business forecasting.
 7. What is business forecasting? What are the assumptions on which business 

forecasts are made? Describe the techniques of forecasting that are commonly 
employed by big business houses.
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12
Correlation Analysis

12.1 Introduction

We study one variable at a time with certain characteristics of the given data. These char-
acteristics are measures of central tendency, measures of dispersion, skewness, kurtosis 
and so on. When we study the blood pressure of a patient, it may depend on the age of the 
patient, or it may depend on the patient’s particular disease. The sales of a cosmetic may 
depend on advertisements.

Examples of correlation problems are found in the study of the relationship between IQ 
and aggregate percentage marks obtained by a person in the Staff Selection Commission 
(SSC) examination, between blood pressure and metabolism, or between the height and 
weight of individuals. In these examples, both variables are observed as they naturally 
occur, since neither variable is fixed at a predetermined level.

12.2 Correlation

So far, we have studied problems relating to one variable only. In practice, we come across 
a large number of problems involving the use of two or more than two variables.

If two quantities vary in such a way that movements in one are accompanied by the 
movements in the other, these quantities are correlated. When the relationship is of a 
quantitative nature, the appropriate statistical tool for discovering and measuring the rela-
tionship and expressing it in a brief formula is known as correlation.

For example, there exists some relationship between age of husband and age of wife, and 
between price of commodity and amount demanded. In such cases, we require to study 
two or more variables at a time and the relationship between these two or more variables.

The statistical tool with the help of which these relationships between two or more than 
two variables are studied is called correlation. The correlation analysis refers to the tech-
niques used in measuring the closeness of the relationship between the variables.

A relationship exists between two variables when one depends on the other.
In some correlations, the two variables depend on each other and affect each other. A 

high degree of correlation between two variables may be due to a third variable acting on 
both.
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12.2.1 Correlation Coefficient

The measure of correlation called the correlation coefficient summarises in one number the 
direction and degree of correlation.

12.2.2 Correlation Analysis

Correlation analysis is a technique that measures the nature, degree and extent of relation-
ship existing between two or more variables.

The correlation coefficient may also be said to be a measure of covariance between two 
series.

12.2.3 Bi-Variate Correlation

The study of correlation between two variables is bi-variate correlation. The study of cor-
relation between three or more variables is multivariate correlation.

12.2.3.1 Bi-Variate Data

To study the correlation between two variables, we require pairs of observations. Such 
data is called bi-variate data.

The detection and analysis of correlation between two statistical variables requires a 
relationship of some sort which associates the observations in pairs, one of each pair being 
a value of each of the two variables.

12.2.4 Correlation: Cause and Effect Relation

 1. A high degree of correlation between two variables may be proved mathemati-
cally even though they are not related to each other. Therefore, the correlation 
between the two may be due to chance or coincidence (Table 12.1).

 2. A relationship exists between two variables when one depends on the other. In 
this case, one variable is dependent, and the other may be totally independent, 
that is, not influenced by the other.

  For example, during holidays, there will be a heavy rush to pilgrim centres. But 
pilgrim centres cannot cause holidays.

 3. In some correlations, the two variables depend on each other they affect each 
other; for example, income and expenditure.

 4. A high degree of correlation between two variables may be due to a third variable 
acting on both.

TABLE 12.1

Cause and Effect Relation of Correlation

Correlation between Effect of

x and y Chance or coincidence
x and y Because of x but not y
x and y Both x and y
x and y p or q
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  For example, during holidays, there is more rush to tourist centres due to the 
travel concessions declared by the government as part of the tourism development 
programme.

12.2.5 Significance of Correlation

The coefficient of correlation is one of the most widely used and also one of the most 
widely abused statistical measures. It is abused in the sense that one sometimes overlooks 
the fact that correlation measures nothing but the strength of a linear relationship and 
that it does not necessarily imply a cause–effect relationship. In business and industry, 
we come across several situations in which the relation between two variables will have a 
decisive influence on policy formers.

 1. Increasing the supply of a product depends on the market demand for the same 
product.

 2. The amount to be spent on advertising is determined on the basis of past sales and 
estimations of future sales.

 3. Correlation techniques help in reducing mass data, which is in the form of pairs of 
variables, into a simple figure that facilitates a comfortable interpretation of criti-
cal analysis of the total data. For this reason, correlation is widely used in business 
and economic analysis.

 4. For socio-economic studies and for analysis of economic problems, correlation is 
extensively applied. The study of the increasing number of unemployed people 
and increasing number of crimes, and so on, helps in understanding socio-eco-
nomic problems.

 5. The nature of relationship between two variables gives an idea about their behav-
iour and the extent of the influence of one variable on the behaviour of the other. 
To determine price policy, it is necessary to understand market behaviour and 
consumers’ purchasing power.

 6. With the help of correlation analysis, we can measure in one number the degree of 
relationship existing between the variables.

 7. In business, correlation analysis enables the executive to estimate costs, sales, 
prices and other variables on the basis of some other series with which these costs, 
sales or prices may be functionally related.

 8. Progressive development in the method of science and philosophy has been char-
acterised by an increase in the knowledge of relationships or correlations.

12.2.6 Limitations of Correlation

 1. In the absence of a relationship between variables, the measure becomes useless, 
and it will be a nonsense correlation.

  For example, correlation between number of failures in the common entrance 
examination and number of trees in the area will be an illogical correlation.

 2. Coefficient of correlation is abused in the sense that one sometimes overlooks the 
fact that correlation measures nothing but the strength of linear relationships and 
that it does not necessarily imply a cause-effect relationship.

 3. Positive correlation may exist in a small sample, but this may not be found universally.
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12.2.7 Properties of Correlation

 1. The degree of relationship is expressed by a coefficient, which ranges from −1 
to +1.

 2. The direction of change is indicated by a negative or positive sign.

12.3 Types of Relationships

Figure 12.1 shows additional relations that may exist between two variables:

 1. Positive or negative
 2. Simple, partial and multiple
 3. Linear and non-linear

–1.00 –0.50 0 +0.50 +1.00
Perfect positive

relationship
No relationshipPerfect negative

relationship

r = –0.40 r = +0.40

r = +0.90r = –0.90

r = –1.00
x

y

x

y

x

y

x

y

x

y

x

y

x

y

r = 0 r = +1.00

FIGURE 12.1
Types of relationships.
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12.3.1 Positive or Negative

If as one variable is increasing, the other, on average, is also increasing, or if as one variable 
is decreasing, the other, on average, is also decreasing, the correlation is said to be positive; 
otherwise, it is negative.

12.3.2 Simple, Partial and Multiple

When only two variables are studied, it is a problem of simple correlation. When three or 
more variables are studied, it is a problem of either multiple or partial correlation. In mul-
tiple correlation, three or more variables are studied simultaneously.

 1. Linear and non-linear
  If the amount of change in one variable tends to bear a constant ratio to the 

amount of change in the other variable, the correlation is said to be linear; other-
wise, it is non-linear or curvilinear.

 2. Simple correlation
  The relationship is confined to two variables; for example, yield of a crop and 

use of chemical fertiliser.
 3. Multiple correlation

  The relationship is between more than two variables; for example, yield of a 
crop, use of irrigation facilities and amount of rainfall.

 4. Partial correlation
  Here, an analyst recognises more than two variables but considers only two 

variables, keeping the others constant; for example, the relation between the yield 
of a crop and the use of irrigation facilities, keeping the variable rainfall constant.

 5. Total correlation
  Total correlation is based on all the relevant variables, which, however, is nor-

mally not feasible; for example, considering all three variables – yield of a crop, use 
of chemical fertilisers and amount of rainfall – and finding the correlation.

12.3.3 Linear and Non-Linear or Curvilinear Correlation

 1. Linear correlation
  Here, the amount of change in one variable tends to bear a constant ratio to the 

amount of change in the other. The graph of the variables having a linear relation-
ship will form a straight line.

 2. Non-linear correlation
  Here, the amount of change in one variable does not bear a constant ratio to the 

amount of change in the other variable.
  For example, if the rainfall is doubled, it is not necessary that the yield also doubles.

 3. Disadvantage
  The techniques of analysis for measuring non-linear relationships are more dif-

ficult and complicated.
 4. Inverse linear relation
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  The nature of the relationship is linear. In this case, the line slopes downward. 
Therefore, similar values of Y are associated with larger values of X. The relation-
ship is called inverse linear relation.

 5. Inverse non-linear relation
  The nature of the relationship is not linear. It is a curvilinear relation. Therefore, 

smaller values of Y are associated with larger values of X. This relationship is 
inverse non-linear relation.

 6. Direct non-linear relation
  This is a curvilinear relation. Therefore, values of Y are associated with larger 

values of X. Therefore, this relation is direct and curvilinear.
  In most of the practical cases, we find a non-linear relationship between the 

variables. However, since techniques of analysis for measuring non-linear correla-
tion are far more complicated than those for linear correlation, we generally make 
an assumption that the relationship between the variables is of the linear type.

 7. Perfectly positive correlation
  If the trend of the points or dots lies on a straight line, moving from the bottom 

left-hand corner to the top right-hand corner of the graph, the correlation is said to 
be perfectly positive.

 8. Negative or inverse correlation
  An increase or decrease in the value of one variable leads to a decrease or 

increase in the value of the other variable; that is, the movement of the variable 
is in the opposite direction; for example, increase in price of a commodity and 
decrease in amount demanded.

 9. Positive or direct correlation
  When the increase or decrease in the value of one variable leads to an increase 

or decrease in the value of the other variable; that is, the movement of the variable 
is in the same direction; for example, supply and demand of a commodity.

 10. Low degree of positive correlation
  If the points are widely scattered and rising from the bottom left-hand corner to 

the top right-hand corner, the correlation is of lower degree but positive.
 11. Low degree of negative correlation

  If the points are scattered, declining from the top left-hand corner to the bottom 
right-hand corner, the correlation is of lower degree but negative.

12.4 Difference between Positive and Negative Correlation

The difference between positive and negative correlation is summarised in Table 12.2.

12.5 Distinction between Simple, Partial and Multiple Correlation

The distinction between simple, partial and multiple correlation is based on the number 
of variables studied.
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 1. When only two variables are studied, it is a simple correlation.
 2. In multiple correlations, three or more variables are studied simultaneously.
 3. In partial correlation, we recognise more than two variables but consider only 

two variables to be influencing each other, the effect of other influencing variables 
being kept constant.

12.5.1 No Correlation

If the plotted points lie on a straight line parallel to the X-axis, or in a haphazard manner, 
this shows the absence of any relationship between the variables. The graph shows no cor-
relation between variables X and Y.

12.6 Lag and Lead in Correlation

The study of lag and lead is of special significance while studying economic and business 
series. In the correlation of time series, the investigator may find that there is a time gap 
before a cause and effect relationship is established.

For example, the supply of a commodity may increase today, but this may not have an 
immediate effect on prices. It may take a few days or even months for prices to adjust to 
the increased supply.

The difference in the period before a cause and effect relationship is established is 
called lag.

While computing correlation, this time gap must be considered; otherwise, fallacious 
conclusions may be drawn. The pairing of items is adjusted according to the time lag.

12.7 Methods of Studying Correlation

 1. Scatter diagram
 2. Karl Pearson’s coefficient of correlation
 3. Spearman’s rank correlation coefficient
 4. Method of least squares

TABLE 12.2

Positive vs. Negative Correlation

Positive Correlation Negative Correlation

Both the variables are varying in the same direction. The variables are varying in opposite directions.
As one variable is increasing, the other, on average, 
is also increasing.

As one variable is increasing, the other is decreasing.

As one variable is decreasing, the other, on average, 
is also decreasing.

As one variable is decreasing, the other is increasing.
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12.7.1 Scatter Diagram Method or Dotogram or Scatter Gram or Dot Chart

The simplest device for ascertaining whether two variables are related is to prepare a dot 
chart called a scatter diagram. The method is so called because it indicates the scatter of 
the various points. When this method is used, the given data are plotted on graph paper 
in the form of dots, that is, for each pair of X and Y values, we put a dot and thus obtain as 
many points as the number of observations. By looking at the scatter of the various points, 
we can form an idea as to whether the variables are related or not. The more the plotted 
points “scatter” over a chart, the less relationship there is between the two variables. 

A close observation of these points shows the trend of correlation between variables. If 
the points show an upward trend, it is positive correlation.

If the tendency is downward, it is negative correlation. The more the plotted points ‘scat-
ter’ over a chart, the less relationship there is between the two variables.

 1. If all the points lie on a line from the lower left-hand corner to the upper right-
hand corner, correlation is said to be positive, that is, r = +1.

 2. If all the points are lying on a straight line from the upper left-hand corner to the 
lower right-hand corner of the diagram, correlation is perfectly negative (r = −1).

 3. If points fall in a narrow band, there is a high degree of correlation between the 
variables.

For example, suppose we have two variables, x and y, and there are n pairs of values 
(x1, y1), (x2, y2), …, (xn, yn). Then, these values are plotted on the x-axis and y-axis in the xy 
plane.

Generally, the independent variable is plotted along the horizontal or x-axis, and the 
dependent variable along the vertical or y-axis. The picture obtained is called a scatter 
diagram.

 1. Interpretation of scatter diagram
 i. If the pattern of points (or dots) on a scatter diagram is more scattered, the 

degree of relationship between the two variables is lower.
 ii. The nearer the points come to the line, the higher the degree of relationship.
 2. Uses
 i. It is a simple and non-mathematical method of studying correlation between 

the variables.
 ii. As such, it can be easily understood, and a rough idea can very quickly be 

formed as to whether or not the variables are related.
 iii. It gives an idea about direction and closeness of relation.
 iv. It shows whether the relation is linear or non-linear.
 v. It is not influenced by the size of extreme items.
 vi. It is the first step in investigating the relationship between two variables.
 vii. It enables correlation to be measured diagrammatically.
 3. Limitations
 i. Fails to give accurate measures of correlation. It gives only a vague idea. 

Therefore, it cannot be used for further analysis or to make decisions.
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 ii. Gives an idea about the direction of correlation and also whether it is high 
or low, but we cannot establish the exact degree of correlation between 
the variables. Therefore, it cannot be used for further analysis or to make 
decisions.

12.7.2  Karl Pearson’s Coefficient of Correlation or 
Pearsonian Coefficient of Correlation

Karl Pearson (1867–1936), a British biometrician, developed a mathematical method to cal-
culate the coefficient of correlation. The coefficient of correlation is denoted by r, which is 
a measure of the degree of linear relationship or correlation between two variables, say, 
x and y, one of which happens to be an independent variable and the other a dependent 
variable. It is universally used for describing the degree of correlation between two series.

The Pearsonian correlation coefficient between two variables x and y is the ratio of the 
covariance between x and y (written as COV (X, Y)) to the product of standard deviations 
of x and y and is expressed as
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This method is to be applied only where the deviations of items are taken from actual 
means and not from assumed means.

Interpretation of Karl Pearson’s method:
The value of the coefficient of correlation shall always lie between ±1, that is, 

−1 < r< + 1.

 1. When the value of r = +1, the correlation between the variables is perfect and 
positive.

 2. When r = −1, the correlation is said to be perfect and negative.
 3. When the value of r = 0, there exists no correlation between the variables.

Procedure for computing Karl Pearson’s coefficient of correlation:

 1. Calculate the means of the two series X and Y.
 2. Calculate the deviations x, y in the two series from their respective means.
 3. Square each deviation of x and y; then obtain the sum of the squared deviations, 

that is, ∑x2 and ∑y2. These are the sum of the squared deviations of X and Y 
series.

 4. Multiply each deviation under x with each deviation under y and obtain the prod-
uct xy. Then obtain the sum of the products of x and y, that is, ∑xy.

 5. Substitute the values in the formula

	
r = Σxy

N x yσ σ

Hence, x X X y Y Y= − = −( ) ( ).
This can be applied only where the deviations of items are taken from actual means and 

not from assumed means. The coefficient of correlation describes not only the magnitude 
of correlation but also its direction. The formula in Point 5 can be transformed to

 

r =
×

Σ
Σ

xy

x y2 2

where x X X y Y Y= − = −( ) ( ) .

Exercise

Calculate coefficient of correlation from the data in Table 12.3.

TABLE 12.3

Data for Variables X and Y

X 100 200 300 400 500 600 700

Y 30 50 60 80 100 110 130
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Solution

See Table 12.4.

	
X

X
N

= = =Σ 2800
7

400

	
Y

Y
N

= = =Σ 560
7

80

	
r = Σ

Σ Σ

xy

x y2 2

	
∴ =

×
r

46
28 76

	 ∴ =r 0 997.

Exercise

Find the coefficient of correlation between sales and expenses of the 10 firms shown in 
Table 12.5. Interpret your result.

Solution

See Table 12.6.

	
X

X
N

= = =Σ 580
10

58

	
Y

Y
N

= = =Σ 140
10

14

TABLE 12.4

Calculation of Coefficient of Correlation

X X X−( )

X X
100
−






x x2 Y Y Y−( )

Y Y
10
−






y y2 xy

100 −300 −3 9 30 −50 −5 25 15
200 −200 −2 4 50 −30 −3 9 6
300 −100 −1 1 60 −20 −2 4 2
400 0 0 0 80 0 0 0 0
500 100 1 1 100 20 2 4 2
600 200 2 4 110 30 3 9 6
700 300 3 9 130 50 5 25 15

∑X = 2800 ∑x = 0 ∑x2 = 28 ∑Y = 560 ∑y = 0 ∑y2 = 76 ∑xy = 46
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r
xy

x y
=

=
×

=

Σ
Σ Σ2 2

70
360 22

0 7866.

Thus, sales of the firm and its expenditure are positively correlated. Hence, we conclude 
that when sales increase, the expenditure of the firm also increases.

Exercise

Calculate coefficient of correlation between X and Y (Table 12.7).

Solution

Since the means of X and Y are whole numbers, we apply the actual mean method 
(Table 12.8).

TABLE 12.5

Sales and Expenses of 10 Firms

Firm 1 2 3 4 5 6 7 8 9 10

Sales 50 50 55 60 65 65 65 60 60 50
Expenses 11 13 14 16 16 15 15 14 13 13

TABLE 12.6

Calculation of Karl Pearson’s Coefficient of Correlation

X X X X X 58= − = − x2 Y Y Y Y Y 14= − = − y2 xy

50 −8 64 11 −3 9 24
50 −8 64 13 −1 1 8
55 −3 9 14 0 0 0
60 2 4 16 2 4 4
65 7 49 16 2 4 14
65 7 49 15 1 1 7
65 7 49 15 1 1 7
60 2 4 14 0 0 0
60 2 4 13 −1 1 −2
50 −8 64 13 −1 1 8

∑X = 580 ∑x2 = 360 ∑Y = 140 ∑y2 = 22 ∑xy = 70

TABLE 12.7

Data for X and Y Series

X 23 27 28 28 29 30 31 33 35 36

Y 18 20 22 27 21 29 27 29 28 29
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r

xy

x y
=

×
=

×
= =Σ

Σ Σ2 2

123
138 164

123
150 438

0 818
.

.

12.7.3 Karl Pearson’s Correlation Coefficient (Actual Mean Method)

This is also called the product moment correlation coefficient. This gives the degree of cor-
relation along with whether it is positive or negative. This is denoted by r. It is defined as

	
r =

×
co variance between x and y

x yσ σ

where covariance between x and y is

	
Cov x,y

x x y y
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To simplify the calculation of the correlation coefficient, we use the formula
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TABLE 12.8

Calculation of Karl Pearson’s Correlation Coefficient

X x = (X – 30) x2 Y y = (Y – 25) y2 xy

23 −7 49 18 −7 49 49
27 −3 9 20 −5 25 15
28 −2 4 22 −3 9 6
28 −2 4 27 2 4 −4
29 −1 1 21 −4 16 4
30 0 0 29 4 16 0
31 1 1 27 2 4 2
33 3 9 29 4 16 12
35 5 25 28 3 9 15
36 6 36 29 4 16 24
∑X = 300 ∑x = 0 ∑x2= 138 ∑Y = 250 ∑y = 0 ∑y2= 164 ∑xy = 123
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where:
dx x A= −
dy y B= −
B assumed mean for y=

The same formula can be represented by

	

r = −

− ( )( ) − ( )( )
n xy x y

n x x n y y

Σ Σ Σ

Σ Σ Σ Σ2 2 2 2

Note that

 1. The value of the correlation coefficient always lies between −1 and +1.
 2. If the value is positive, we say that there is a positive correlation between variables.
 3. If the value is negative, we say that there is a negative correlation.
 4. If the value is near 0, we say that no correlation exists.

Exercise

Calculate the correlation coefficient between x and y from the data in Table 12.9.

Solution

Calculation of correlation coefficient (by actual mean method): see Table 12.10.

	

X
X

N
Let A 40

Y
Y

N
Let B 50

= = = ∴ =

= = = ∴ =

Σ

Σ

198
5

39 6

260
5

52

.

TABLE 12.9

Data of Variables x and y

x 38 41 30 42 47

y 55 60 45 50 50

TABLE 12.10

Calculation of Correlation Coefficient

xi yi dx = x − A (A = 40) dy = y – B (B = 50) dx dy (dx)2 (dy)2

38 55 −2 5 −10 4 25
41 60 1 10 10 1 100
30 45 −10 −5 50 100 25
42 50 2 0 0 4 0
47 50 7 0 0 49 0
∑Xi = 198 ∑Xi = 260 ∑dx = −2 ∑dy = 10 ∑dx dy = 50 ∑(dx)2 = 158 ∑(dy)2 = 150
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5
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2
5

150
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5

50 4
158 0 8 150 202 2 .

== =54
157 2 130

0 3777
.

.

Note:
We have taken assumed means for x and y nearest to the actual means. We may take 
any different values also.

Exercise

Table 12.11 gives the distribution of the total population and those in the population 
who are wholly or partially blind. Find whether there is any relation between age and 
blindness.

Solution

Calculate the number of blind people out of a common base figure.
∴ No comparison can be made, as it is impossible to correlate the total number of 

persons with the number of blind persons (Table 12.12).
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TABLE 12.11

Data of Total Population and of Wholly or Partially Blind Persons

Age (Years) 0–10 10–20 20–30 30–40 40–50 50–60 60–70 70–80

Number of 
persons 
(thousands)

100 60 40 36 24 11 6 3

Number of blind 
persons

45 40 40 40 36 22 18 15



290
Q

uantitative Techniques in Business, M
anagem

ent and Finance

TABLE 12.12

Calculation of Correlation Coefficient

Age (Years)
Mid Value

(x) dx = x – 35/10 dx2 No. Blind per 100,000 (y) dy = y y = − y 125– dy2 dx dy

0–10 5 −3 9 45/100,000 × 100,000 = 45 −140 19,600 −420
10–20 15 −2 4 40/60,000 × 100,000 = 67 −118 13,924 −236

20–30 25 −1 1 40/40,000 × 100,000 = 100 −85 7,225 −85
30–40 35 0 0 40/36,000 × 100,000 = 111 −74 5,476 0
40–50 45 1 1 36/24,000 × 100,000 = 150 −35 1,225 −35
50–60 55 2 4 22/11,000 × 100,000 = 200 15 225 30
60–70 65 3 9 18/6,000 × 100,000 = 300 115 13,225 345
70–80 75 4 16 15/3,000 × 100,000 = 500 315 99,225 1260

Total n = 8 ∑dx = 4 ∑dx2 = 44 ∑dy = −7 ∑dy2 = 160125 ∑dx dy = 2341
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r =
− ( ) −( )

− ( ) −
−( )

2341
4 7

8

44
4
8

160125
7
8

2 2

	 r = 0 9.

Advantages of the Pearsonian coefficient:

 1. It is the most popular method.
 2. It summarises, in one value, the degree of correlation and also the direction (posi-

tive or negative) of the correlation.

Limitations of the Pearsonian coefficient:

 1. The correlation coefficient always assumes a linear relationship, regardless of 
whether or not that assumption is true.

 2. Interpreting the value of r is very difficult, and thus, great care should be taken 
when interpreting the value of the correlation coefficient.

 3. The value of the correlation coefficient is affected by extreme values.
 4. The method is time consuming.

12.7.4 Correlation Coefficient when Deviations Are Taken from an Assumed Mean

Sometimes, the actual means of x and y series obtained are in fractions. In such cases, the 
calculation of coefficient of correlation by the previous method becomes complicated, as it 
involves too many calculations and is time consuming. To avoid this, the analyst can make 
use of an assumed mean method, where the deviations are taken from an assumed mean.

Formula for the assumed mean method:

	

r = −

− ( ) − ( )
N dx dy dx dy

N dx dx N dy dy

Σ Σ Σ

Σ Σ Σ Σ2 2 2 2

where:
 dx = deviation of x series from the assumed mean
 dy = deviation of y series from the assumed mean

12.8 Correlation of Bi-Variate Grouped Data

If the given data is grouped data, the formula for finding the correlation coefficient is 
given by
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r = −

− ( ) − (
N f dx dy  f dx  f dy

N f dx f dx N f dy f dy

Σ Σ Σ

Σ Σ Σ Σ2 2 2 ))2

Note:
This formula is the same as the formula for calculating r using an assumed mean. The 
only difference is that the deviations are multiplied by the respective frequencies.

12.9 Caveat

We must be careful when interpreting the meaning of association. Although two variables 
may be associated, this association does not imply that variation in the independent vari-
able is the cause of variation in the dependent variable.

For example, age and income are usually related. However, a further increase in age does 
not cause an increase in income. We can determine the presence or absence of association 
through statistics. However, there is no basis for concluding that a cause–effect relation 
exists between these variables.

12.10 Coefficient of Determination

This is given by r2, that is, the square of the correlation coefficient. It explains to what 
extent the variation of the dependent variable is expressed by independent variables. A 
high value of r2 shows a good relationship between two variables. If r = 1 and r2 = 1, there is 
a perfect relationship between variables. The value of the coefficient of correlation between 
two variables is interpreted using the square of coefficient of determination.

r2 is defined as the ratio of the explained variance to the total variance.

	
r2 = exp var

var
ected  iance

total iance

r2 is to be preferred in presenting the results of correlation analysis. The coefficient of 
determination is a much more useful measure of the linear covariations of two variables. 
If the value of r = 0.9, r2 is 0.81, meaning that 81% of the variation in the dependent variable 
has been explained by the independent variable.

The maximum value of r2 is unity, because it is possible to explain all the variation in y, 
but it is not possible to explain more than all of it.

Exercise

r12 = 0.6, r13 = −0.56, r23 = 0.80. Find r13.2.
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Solution

	
r

r r r

r r
13 2

13 12 23

12
2

23
21 1

. = − ×
− −

	

r13 2
2 2

0 5 0 76 0 8

1 0 76 1 0 80
2 99.

. . .

. .
.= − − ×

− ( ) − ( )
= −

12.11 Spearman’s Rank Correlation Coefficient

Charles Edward Spearman (1904), a British psychologist, developed a method to find the 
coefficient of correlation by assigning a rank to each value of a variable or group.

This method is useful when a quantitative measure of certain factors involving quantity 
or quality cannot be fixed.

For example:

 1. Evaluation of leadership skills.
 2. Ability of an individual of the group.
 3. Judgement of female beauty.

Here, the rank correlation coefficient is applied to a set of ordinal rank numbers, with 
1 for the individual ranked first in quantity or quality, and so on, to N for the individual 
ranked last in a group of N individuals or N pairs of individuals.
 1. Spearman’s rank correlation coefficient is given by

	
R

 D
N N

= − ∑
−( )1

6
1

2

2

where:
 R = rank coefficient of correlation
 D = difference of ranks between paired items in two series
 N = total number of observations

 2. Interpretation of Spearman’s rank correlation coefficient
 i. The rank correlation coefficient lies between −1 and +1, that is, −1 ≤ R ≤ +1.
 ii. When R = +1, it can be inferred that there is complete agreement in the order of 

the ranks, and the ranks are in the same direction.
 iii. When R = −1, it can be inferred that there is complete agreement in the order of 

the ranks, and the ranks are in the opposite direction.
 3. Procedure for solving the problem where actual ranks are given
 i. Calculate the differences (D) of the two ranks, that is, (R1 – R2)
 ii. Square the difference and calculate the sum of differences, that is, ∑D2

 iii. Substitute the values in the formula.
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 4. Problems where ranks are not given
 i. When the actual data does not contain the actual ranks in it, then it is neces-

sary to assign the ranks to the given data.
 ii. This can be done by assigning Rank 1 to the highest value or the lowest value 

of the series.
 5. Equal ranks or tie in ranks

  In such cases, an average rank should be assigned to each individual or each entry.
  For example:
  If two individuals or entries are at the same place or same level and, say, a rank 4 

is to be assigned, then the average of Rank 4 and its next rank, that is, 5, is taken 
and is assigned to such individuals.

 6. Measure of rank correlation
  Professor Charles Spearman developed the measure of rank correlation. This 

correlation is calculated by finding the difference between ranks. It is denoted 
by P.

 7. Step 1: Bracket rank method
  Here, when the same rank is given to two items, the next rank will be can-

celled. For example,

Marks 44 54 91 74 84 71 84 95 96 39
Xi 9 8 3 4 6 7 4 2 1 10

 8. Correlation for tied ranks (average rank method)
  Here, the next rank will be cancelled, but is distributed to the rank holders who 

obtain the same rank. For example,

Marks Xi 44 54 91 74 84 71 84 95 96 39
Yj 9 8 3 4.5 6 7 4.5 2 1 10

 Step 2

  The difference between Xi – Yj = d is calculated by deducting ranks of Yj from Xi.
 Step 3

  Square the difference (d2) and find its total ∑d2.
 Step 4

	
P

d m m

N N N
=

+ − +





−
∑6 1 122 3

2

  / ( ) ...

( )

where:
 P = rank correlation coefficient
 M = number of items having tied values
 N = number of items
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Note:
If two or more items are of equal value in the series arrangement, ranks are assigned 
to such tied values. An adjustment is to be made for such groups. The correlation factor 
(m3–m)/12 is to be added to the formula for each repeated value.

Exercise

Compute the ranks in the subjects shown in Table 12.13 and the coefficient of correlation 
of ranks.

Solution

Calculation of coefficient of correlation (Table 12.14)

	
rk

D
N N

= −
−( ) = − ×

−( ) =1
6

1
1

6 12
9 9 1

0 014
2

2 2

Σ
.

∴ The coefficient of rank correlation is 0.014.

Exercise

Ten competitors in a beauty contest are ranked by three judges in the order shown in 
Table 12.15. Use the Spearman’s rank correlation coefficient to determine which pair of 
judges has the nearest approach to common taste in beauty.

Solution

Calculation of rank correlation (Table 12.16)

TABLE 12.13

Data on the Marks in Two Subjects of Nine Students

Marks in mathematics (x) 35 23 47 17 10 43 09 06 28

Marks in statistics (y) 30 33 45 23 08 49 12 04 31

TABLE 12.14

Calculation of Coefficient of Correlation

Maths (x) R1 Statistics (y) R2 D = R1 – R2 D2

35 7 30 5 2 4
23 5 33 7 −2 4
47 9 45 8 1 1
17 4 23 4 0 0
10 3 08 2 1 1
43 8 49 9 −1 1
09 2 12 3 −1 1
06 1 04 1 0 0
28 6 31 6 0 0
N = 9 N = 9 ∑D2 = 12
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Rank Correlation R

D
N N

( ) = −
−( )1

6
1

2

2

Σ

Rank correlation between Judges 1 and 2

	

= −
−( ) = − ( )

( ) −





= −1
6

1
1

6 200

10 10 1
0 2112

2

ΣD
N N

2

2
.

Rank correlation between Judges 2 and 3

	

= −
−( ) = − ( )

( ) −





= −1
6

1
1

6 214

10 10 1
0 2923

2

ΣD
N N

2

2
.

Rank correlation between Judges 1 and 3

	

= −
−( ) = − ( )

( ) −





=1
6

1
1

6 60

10 10 1
0 6413

2

ΣD
N N

2

2
.

∵ Coefficient of rank correlation is positive, in the judgements of Judge 1 and Judge 3.
∴ They have the nearest approach to common taste in beauty.

TABLE 12.16

Calculation of Rank Correlation

R1 R2 R3 D R R2
12 1 2

2= −( ) D R R2
23 2 3

2= −( ) D R R2
13 1 3

2= −( )
1 3 6 4 9 25
6 5 4 1 1 4
5 8 9 9 1 16
10 4 8 36 16 4
3 7 1 16 36 4
2 10 2 64 64 0
4 2 3 4 1 1
9 1 10 64 81 1
7 6 5 1 1 4
8 9 7 1 4 4

N = 10 ΣD 2002
12 = ΣD 2142

23 = ΣD 602
13 =

TABLE 12.15

Data on Ten Competitors Ranked by Three Judges

First Judge 1 6 5 10 3 2 4 9 7 8
Second Judge 3 5 8 4 7 10 2 1 6 9
Third Judge 6 4 9 8 1 2 3 10 5 7
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12.12 Coefficient of Correlation and Probable Error

The probable error of the coefficient of correlation helps in interpreting its value. With the 
help of probable error, it is possible to determine the reliability of the value of the coeffi-
cient in so far as it depends on conditions of random sampling.

	
PE

 
N

= × −
0 6745

1 2

.
r

where:
 PE = probable error
 r = coefficient of correlation
 N = number of pairs of items

If the value of r is less than PE, there is no evidence of correlation, that is, the value of r 
is not significant. If the value of r is more than 6 times the probable error, the existence of 
correlation is practically certain, that is, the value of r is significant. By adding and sub-
tracting the value of probable error from the coefficient of correlation, we get, respectively, 
the upper and lower limits within which coefficient of correlation in the population can be 
expected to lie. Symbolically,

 ρ = r ± P.E

where ρ = correlation in the population.

12.12.1 Conditions for the Use of Probable Error

Data must approximate to a normal frequency curve (bell-shaped curve). The sam-
ple is selected in an unbiased manner, and individual items must be independent. If 
0.6745 is omitted from the PE formula, we get the standard error of the coefficient of 
correlation.

	
S.E. = −1 2r

N

Exercise

If coefficient of correlation = 0.92 and number of observations = 7, calculate the probable 
error.

Solution

Given
Coefficient of correlation (r) = 0.92
No. of observations N = 7
To find Probable Error (PEr),
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PE
N

r
r= −

=
− ( )

=

=

0 6745
1

0 6745
1 0 92

7

0 6745
0 1536
2 645

0 0391

2

2

.

.
.

.
.
.

.

12.13 Summary

In this chapter, the concept of correlation or the association between two variables has 
been discussed. The correlation coefficient r may assume values between −1 and 1. The 
sign indicates whether the association is direct (positive) or inverse (negative). A numerical 
value of r equal to unity indicates perfect association, while a value of zero indicates no 
association. Spearman’s rank correlation for data with ranks is outlined.

REVIEW QUESTIONS

 1. Explain various types of correlation.
 2. State the difference between positive and negative correlation.
 3. What do you mean by lag and lead in correlation?
 4. What are the applications of correlation?
 5. What do you understand by R2?
 6. Define Karl Pearson’s coefficient of correlation.
 7. If coefficient of correlation = 0.92 and number of observation = 7, calculate probable 

error.
 8. What is meant by rank correlation?
 9. What is linear correlation? Mention its various types.
 10. What is the coefficient of correlation? Name the different methods of computing 

coefficient of correlation.
 11. Explain what is meant by the correlation between two variables and comment on 

its interpretation. Bring out the usefulness of the concept by suitable examples.
 12. Define Karl Pearson’s coefficient of correlation. What is it intended to measure? 

How would you interpret the sign and magnitude of a correlation coefficient?
 13. Explain the meaning and significance of the concept of correlation.

  Discuss the role of the concept of correlation coefficient between two variables 
in any empirical analysis.

 13. What is meant by correlation? Does correlation always signify a cause and effect 
relationship between the variables?

  Even a high degree of correlation does not mean that a relationship of cause and 
effect exists between the two correlated variables. Discuss.
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 14. How is correlation between two variables measured? What is meant by
 a. Positive correlation and
 b. Perfect correlation?
 c. What would you infer if ∑xy turns out to be zero?
 15. Distinguish, giving suitable examples, between
 a. Positive and negative correlation
 b. Linear and non-linear correlation
 c. Simple, partial and multiple correlations.
 16. Explain multiple and partial correlations.

SELF-PRACTICE PROBLEMS

 1. Find the Karl Pearson’s coefficient of correlation from the following index num-
bers and interpret it.

Wages 98 100 101 102 103 98 96 95 94 95
Cost of living 100 98 96 98 94 04 98 96 92 90

 2. Calculate the Karl Pearson’s coefficient of correlation between age and playing 
habits from the data given below. Comment on the value.

Age 20 21 22 23 24 25
Number of students 400 300 200 250 300 250
Regular players 300 200 270 76 80 34

 3. Find the correlation between age and playing habits of the following students.

Age 14 15 16 17 18 19 20
Number of students 240 180 140 150 120 90 80
Number of players 190 140 80 78 50 72 54

 4. Find the rank correlation coefficient:

Marks in statistics 98 43 57 57 59 69 68 64 34 75 86
Marks in physics 78 89 65 48 86 98 56 76 85 94 98

 5. From the following data, calculate: (i) Correlation, (ii) SD of y.
  x = 0.854y, y = 0.89x and SD of x = 3.
 6. The following marks were obtained by a group of students in two papers. Calculate 

rank coefficient of correlation.

Student 1 2 3 4 5 6 7 8 9 10
Marketing 32 35 49 60 43 37 43 49 10 20
Quantitative techniques 40 30 70 20 30 50 72 60 45 25
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 7. Calculate coefficient of correlation between age and playing habits:

Age (Years) 15–20 20–25 25–30 30–35 35–40 40–45 45–50 50–55 55–60
Population 1500 1200 4000 3000 2500 1000 800 500 200
Number of players 1200 1560 2280 1500 1000 300 200 50 6

 8. The following table gives the population in thousands of two towns at the time of 
the past seven censuses. Calculate Karl Pearson’s coefficient of correlation between 
the populations of X and Y.

Year 1941 1951 1961 1971 1981 1991 2001
Population X 160 169 188 154 164 205 285
Population Y 155 194 203 179 216 243 287

 9. Find Karl Pearson’s coefficient of correlation between sales and expenses of the 
following 10 firms. Interpret your result.

Firm 1 2 3 4 5 6 7 8 9 10
Sales 50 50 55 60 65 65 65 60 60 50
Expenses 11 13 14 16 16 15 15 14 13 13

 10. Ten competitors in a beauty contest are ranked by three judges in the following 
order. Use Spearman’s rank correlation coefficient to determine which pair of 
judges has the nearest approach to common taste in beauty.

1st Judge 1 6 5 10 3 2 4 9 7 8
2nd Judge 3 5 8 4 7 10 2 1 6 9
3rd Judge 6 4 9 8 1 2 3 10 5 7

 11. Find Karl Pearson’s coefficient of correlation between X and Y from the following 
data:

X series 17 18 19 19 20 20 21 21 22 23
Y series 12 16 14 11 15 19 22 16 15 20

  [Ans: r = +0.62]
 12. The following table gives the results of a matriculation examination held in 2015.

Age of Candidates 
(Years)

Percentage of 
Failures

Age of Candidates 
(Years)

Percentage of 
Failures

13–14 39.2 18–19 39.2
14–15 40.6 19–20 48.9
15–16 43.4 20–21 47.1
16–17 34.2 21–22 54.5
17–18 36.6

  Calculate Karl Pearson’s coefficient of correlation and its probable error. From your 
result, can you definitely assert that the failure is correlated with age?

  [Ans: r = +0.682, P.Er= 0.12]
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 13. Compute the coefficient of correlation from the following data:

City A B C D E F G H
Population (in thousands) 10 20 30 40 50 60 70 80
Accident rate (per million) 32 20 24 36 40 28 48 44

  [Ans: r = +0.714]
 14. Calculate Karl Pearson’s coefficient of correlation and its probable errors from the 

following data of imports and exports:

Years Value of Imports Value of Exports
2005–2006 903 620
2006–2007 1036 625
2007–2008 904 573
2008–2009 961 640
2009–2010 1122 642
2010–2011 1092 661
2011–2012 1131 685
2012–2013 1190 793
2014–2014 1314 816
2015–2015 1350 805

  [Ans: r = +0.917; PE = 0.034]
 15. Given r12 = +0.80, r13 = −0.40 and r23 = −0.56, find the values of r12.3, r13.2 and r23.1.
  [Ans: r12.3 = 0.759, r13.2 = 0.097 and r23.1 = −0.436]
 16. If r12 = +0.86, r13 = −0.65 and r23 = 0.72, show that r12.3 = 0.743.
 17. Is it possible to get the following from a set of experimental data?
 1. r23 = 0.8, r31 = 0.5, r12 = 0.6
 2. r23 = 0.7, r12 = −0.4, r12 = 0.6
  [No, since r12.3 > 1. Hint: Calculate r12.3.]
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13
Regression Analysis

13.1 Introduction

For the system under study, there may be many variables, and it is of interest to examine 
the effects that some variables exert (or appear to exert) on others. The exact functional 
relationship between variables may be too complex, but we wish to approximate to this 
functional relationship by some simple mathematical function, such as a straight line or 
a polynomial, which approximates to the true function over certain limited ranges of the 
variables involved.

In industry and business, large amounts of data are continuously being generated. 
This may be data pertaining to a company’s annual production, annual sales, capacity 
use, turnover, profits, manpower levels, absenteeism or some other variable of direct 
interest to management. Accumulated data may be used to gain information about the 
system. For example,

 1. The study of the yields of crops grown with different amounts of fertilisers
 2. The length of life of certain animals exposed to different amounts of radiation
 3. The hardness of plastics that are heat-treated for different periods of time

In these problems, the variation in one measurement is studied for particular levels of 
the other variable selected by the experimenter. Thus, the independent variables in regres-
sion analysis are not assumed to be random variables. In correlation analysis, all variables 
are assumed to be random variables.

13.2 Regression

13.2.1 History, Meaning and Application

Regression means ‘stepping back towards the average’. It was first used by a British bio-
metrician, Sir Francis Galton, in 1877. The technique of regression analysis is used to 
determine the statistical relationship between two (or more) variables and to make predic-
tions of one variable on the basis of the other(s). After having established the fact that two 
variables are closely related, it would be possible for us to make use of this relationship 
between two variables by estimating the unknown or the dependent variable on the basis 
of the other variables (the known or the independent variables).
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13.2.2 Regression Analysis

Regression analysis is a mathematical measure of the average relationship between two or 
more variables in terms of original units of data. 

The statistical tool with the help of which we are in a position to estimate (or predict) the 
unknown values of one variable from known values of another variable is called regression.

With the help of regression analysis, we are in a position to find out the average probable 
change in one variable given a certain amount of change in another. Regression analysis is 
thus designed to examine the relationship of variable y to a variable x.

13.2.3 Advantages of Regression Analysis

 1. Regression analysis provides estimates of values of the regressed variables from 
the values of regressor variables. Estimates of the regressed variable (dependent 
variable) can be made using the regression line, which describes the relationship 
existing between the X and Y variables.

 2. Regression analysis helps to obtain a measure of the error involved in using the 
regression line as a basis for estimations. An estimate can be good if the regression 
line fits the data closely. If the observations are scattered to a great extent and do 
not lie close to the regression line, the line will not produce accurate estimates of 
the dependent variable.

 3. Regression analysis helps in obtaining a measure of the degree of association or 
correlation that exists between the two variables.

13.2.4 Features of Regression

 1. The objective of regression analysis is to study the ‘nature of the relationship’ 
between the variables so that we may be able to predict the value of one on the 
basis of another.

 2. The cause and effect relation is clearly indicated through regression analysis – one 
variable is taken as dependent and the other as independent.

 3. The variable whose value is influenced is called the dependent variable and is 
denoted by y; the variable that exerts the influence is called the independent vari-
able and is denoted by x.

13.2.5 Assumptions in Regression Analysis

 1. There exists an actual relationship between the dependent and independent 
variables.

 2. The regression analysis is used to estimate the values within the range for which 
it is valid and not for values outside its range.

 3. The relationship that exists between the dependent and independent variables 
remains the same till the regression equation is calculated.

 4. The dependent variable may take any random value, but the values of the inde-
pendent variables are fixed quantities without error.

 5. In regression, we have only one dependent variable in our estimating equation. 
However, we can use more than one independent variable.
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13.2.6 Application of Regression

 1. In economics, it is the basic technique for measuring or estimating the relationship 
among the economic variables that constitute the essence of economic theory and 
economic life.

 2. Regression analysis provides estimates of values of the dependent variable from 
values of the independent variable.

 3. With the help of the regression coefficient, we can calculate the correlation coeffi-
cient. The square of the correlation coefficient (r), called the coefficient of determina-
tion, measures the degree of association of correlation that exists between the two 
variables.

13.2.7 Limitations of Regression Analysis

 1. In making estimates from a regression equation, it is important to remember that 
the assumption is being made that the relationship has not changed since the 
regression equation was computed.

 2. The relationship shown by the scatter diagram may not be the same if the equation 
is extended beyond the values used in computing the equation. For example, there 
may be a close linear relationship between the yield of a crop and the amount of 
fertiliser applied, with the yield increasing as the amount of fertiliser is increased. 
It is quite likely that if the amount of fertiliser were increased indefinitely, the 
yield would eventually decline as too much fertiliser was applied.

13.2.8 Regression Coefficient

The regression coefficient of x and y is denoted by the symbol bxy or b1. It measures the 
change in x corresponding to a unit change in y. When deviations are taken from the 
means of x and y, the regression coefficient of x and y is obtained as follows:

	
bxy

x

y
= r

σ
σ

	 =
xy

N
xy
yx y

x

y

Σ Σ
Σσ σ

σ
σ×

= = 2

The regression coefficient of y and x is denoted by byx or b2. It measures the change in y 
corresponding to a unit change in x. When the deviations are taken from actual means, the 
regression coefficient of y and x can be obtained as

	 byx
y

x
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σ
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N
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The regression equation of Y on X is given as

 Y a bX= +

where b = the slope of the line of regression of Y on X, called the slope coefficient or regres-
sion coefficient.

Similarly, the regression equation of X on Y is given as

 X c dY= +

where d = the slope of the line of regression of X on Y, called the slope coefficient or regres-
sion coefficient.

The regression coefficient of Y on X is given by

 
 byx

y

x
= r

σ
σ

The regression coefficient of X on Y is given by

 
 bxy

x

y
= r

σ
σ

where:
 r = the coefficient of correlation between X and Y
	σx = the population standard deviation of X
	σy = the population standard deviation of Y

Theorem 13.1

The square root of the product of two regression coefficients gives us the value of the cor-
relation coefficient; that is, r = ×b bxy yx .

Proof:

	 b rxy
x

y
= σ

σ

	 b ryx
y

x
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σ
σ

	 b b r r rxy yx
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y
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	 ∴ = ×r b bxy yx
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13.2.9 Properties of the Regression Coefficients

 1. The coefficient of correlation is the geometric mean of the two regression coeffi-
cients. Symbolically,

 r  b byx xy= ×

  Proof: The regression equation Y on X is given by

 b ryx
y

x
=

σ
σ

 (13.1)

  The regression equation X on Y is given by

 b rxy
 x

y
= σ

σ
 (13.2)

  Multiplying Equations 13.1 and 13.2, we have

	

∴ × = × =

⇒ = ± ×

b b r r r

r  b b

yx xy
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yx xy
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σ

σ
σ

 2. The arithmetic mean of byx and bxy is equal to or greater than the coefficient of 
correlation. Symbolically,

 

b b
ryx xy+

≥
2

 3. If byx is positive, bxy should also be positive. Thus, both regression coefficients must 
have the same sign. If bxy and byx are both positive, r will also be positive, and if bxy 
and byx are both negative, r will be negative.

 4. If one of the regression coefficients is greater than one, the other must be less than 
one, since the value of the coefficient of correlation cannot be greater than one.

  For example, if byx = 1.5 and bxy = 1.2,

	 r = ± × = ± =1.5 1.2 1.80 1 342.

  This is not possible. So, if byx > 1, then bxy < 1.
 5. The arithmetic mean of byx and bxy is equal to or greater than the coefficient of cor-

relation. Symbolically,

	

b b
ryx xy+

≥
2
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  For example, if byx = 0.8 and bxy = 0.6, the average of the two values would be 
(0.8 + 0.6/2) = 0.7,

	 r 0.8 0.6= × = 0 693.

  Thus, the value of r is less than average of byx and bxy.
 6. Regression coefficients are independent of origin but not on scale.

 Let U = X − A and V = Y − B
 Where A and B are arbitrary means

 

X A U Y B V
X A U Y B V

X X U U Y Y V V

x u y v

= + = +
= + = +

( ) = ( ) −( ) = ( )
= =

– – –

σ σ σ σ2 2 2 2

 ∑ ∑( )( ) = ( ) ( )x x y y u u v– – – – v

 Hence change of origin has no effect on the regression coefficient.

13.2.10 Features of Regression Coefficients

 1. Both the regression coefficients will have the same sign; they will be either posi-
tive or negative. It is not possible for one of the regression coefficients to be nega-
tive and another positive.

 2. The regression coefficients cannot be greater than one.

 3. Since b rxy
x

y
= σ

σ
, we can find out any of the four values given the other three.

13.2.11 Regression Line

According to J R Stockton, ‘the tool used for estimating the value of one variable from 
the value of the other consists of a line through the points, drawn in such a manner as to 
represent the average relationship between the two variables. Such a line is called the line 
of regression’.

The regression line gives the best estimate of the value of one variable for any specific 
value of the other variable.

If we take the case of two variables x and y, we will have two regression lines: the 
regression of x on y and the regression of y on x. The regression line of y on x gives 
the most probable values of y for given values of x, and the regression line of x on y 
gives the most probable values of x for given values of y. Thus, we have two regression 
lines.

The equation for a straight line where the dependent variable Y is determined by the 
independent variable X is

	 Y a bX= +  (13.3)
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where:
 a = Y-intercept (intercept on Y-axis)
 b = slope of the line
 X = independent variable
 Y = dependent variable

Similarly, if X is the dependent variable and Y is the independent, the equation of the 
straight line is given by

	 X c dY= +  (13.4)

where:
 c = X-intercept (intercept on X-axis)
 d = slope of the line
 X = dependent variable
 Y = independent variable

13.2.12 Interpretation of Regression line

 1. As these two lines of regression are obtained from different sources and are based 
on different assumptions, these two regression equations are not reversible or 
interchangeable.

 2. In cases where there is either perfect positive correlation or either perfect negative 
correlation between the two variables, the two regression lines will overlap (coin-
cide with each other), and hence only one line appears.

 3. If the two regression lines are far from each other, the degree of correlation is low.
 4. If the two lines of regression are close to each other, the degree of correlation is 

high.
 5. If the variables are not at all related, that is, if r = 0, the lines of regression are at 

right angles to each other, that is, one parallel to the X-axis and the other parallel 
to the Y-axis.

 6. The two regression lines intersect at the point of average of X and Y.
 7. If a perpendicular line is drawn from the point of intersection of the two regres-

sion lines (regression line Y on X and regression line X on Y) to the X-axis, the 
point where the perpendicular meets the X-axis is the mean value of X.

13.2.13 Role of Regression Analysis in Business Decision Making

In economics, it is the basic technique for measuring or estimating the relationship among 
the economic variables.

13.2.14 Correlation Analysis versus Regression Analysis

If we know that two variables, price (x) and demand (y), are closely related, we can find the 
most probable value of x for a given value of y or the most probable value of y for a given 
value of x.
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Similarly, if we know that the amount of tax and the rise in price of a commodity 
are closely related, we can find out the expected price for a certain amount of tax levy 
(Table 13.1).

13.3 The Least-Squares Method

There will be a discrepancy between most of the actual scores and the predicted score. 
The least-squares method uses the criterion of attempting to make the lowest total error in 
prediction of Y from X. More technically, the procedure used in the least-squares method 
generates a straight line that minimises the sum of squared deviations of the actual values 
from this predicted regression line.

The regression line should be drawn through the plotted points in such a way that the 
sum of the squares of the vertical deviations of the actual and estimated Y values is at a 
minimum. Thus, the line of regression becomes the line of ‘best fit’.

According to the principle of least squares, the normal equations for estimating a and b, 
that is, the Y-intercept and slope of the best-fitting regression line, are

	 Σ ΣY na b X= +  (13.5)

	 Σ Σ ΣXY a X b X= + 2  (13.6)

where:
 n =  total number of observed pairs of values
∑X, ∑Y, ∑XY and ∑X2  totals computed from the observed pairs of values of the variables 

X and Y for which the line of least-squares estimate is to be fitted.

	
b

XY nXY
X nX

= −
−

Σ
Σ 2 2

	 a Y bX= −

TABLE 13.1

Correlation Analysis vs. Regression Analysis

Correlation Analysis Regression Analysis

It is a measure of the degree of co-variability 
between x and y. 

Studies the nature of the relationship between the 
variables so that we may be able to predict the 
value of one on the basis of another.

It is merely a tool of ascertaining the degree of 
relationship between two variables, and therefore, 
we cannot say that one variable is the cause and the 
other the effect.

The cause and effect relation is clearly indicated.

There may be nonsense correlation between two 
variables, which is purely due to chance and has no 
practical relevance, such as increase in income and 
increase in weight of a group of people.

There is nothing like nonsense regression.

Correlation coefficient is independent of change of 
scale and origin.

Regression coefficients are independent of change of 
origin but not of scale.
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where:
X  is the mean value of X
Y  is the mean value of Y

Similarly, the normal equations for the regression equation of X on Y are

	 Σ ΣY nc d Y= +  (13.7)

	 Σ Σ ΣXY c Y d Y= + 2  (13.8)

where:

	 d
XY nXY
Y nY

= −
−

Σ
Σ 2 2

	 c X bY= −

13.3.1 Application of Least-Squares Method

 1. The method is used to generate a regression model by assigning data to a single 
line.

 2. In this method, past demand data is used to form a linear model by regressing the 
data points to a single line.

 3. Once the linear equation is formed, future demand (Y) can be predicted by substi-
tuting the value of X.

 4. To calculate the value of constants b and a in the regression model, the following 
equations are used:

	

b
n  XY X Y

n X   X

a
Y
n

b 
X
n

  or

a Y b X

 

_ _

= ( ) − ( ) ( )
( ) − ( )

= −

= −

Σ Σ Σ

Σ Σ

Σ Σ

2 2

        
where n = sample size.

13.4 Standard Error of Estimate (SE)

 1. This is the measure of variation of the observations around the computed regres-
sion line or the variability from the regression line.

 2. The SE is analogous to the standard deviation (SD).
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 3. The SD measures the variation of the observations in a frequency distribution 
around the mean of that data.

 4. The SE of Y measures the variability of the observed values of Y around the regres-
sion line. Here, the deviations are not from the arithmetic means; they are perpen-
dicular distances of every point from the line of average relationships.

The SE indicates how precise the prediction of y is, based on x, or, conversely, how inac-
curate the prediction might be. It is symbolised by Sy.x.

The formula for calculating the S.E of estimate is

	
S

y y
N

y.x
e=

−( )
−

Σ 2

2

where Sy.x = the SE of regression of y values from ye.
A more convenient formula is

	
S

y a y b xy
N

y.x = − −
−

Σ Σ Σ2

2

Similarly, the SE of regression of x values from xe is

	
S

x a x b xy
N

xy = − −
−

Σ Σ Σ2

2

The SE of estimate measures the accuracy of the estimated figures.
The smaller the value of SE of estimate, the closer the dots will be to the regression line, 

and the better the estimates based on the equation for this line. If SE of estimate is zero, 
there is no variation about the line, and the correlation will be perfect.

13.4.1 Standard Error of Estimate of Y on X

	
SE of Y on X SE

Y Ye
n

xy( ) =
−( )
−

Σ 2

2

where:
 Y = observed value of y
 Ye = estimated values from the estimated equation that correspond to each y value
 e = the error term (Y–Ye)
 n = number of observations in sample

13.4.2 Interpretation of SE of Estimates

 1. The smaller the value of the SE of estimate, the closer are the observations (plotted 
on the graph) to the regression line, and the better are the estimates obtained from 
the equation of such a line.
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 2. The larger the value of the SE of estimate, the farther are the observations (plotted 
on the graph) from the regression line; that is, the observations are more scattered 
and dispersed widely, and estimates obtained from such equations are inaccurate.

 3. If the value of the SE of estimate is zero, there is no variation from the regression 
line, and the correlation is perfect.

13.5 Multiple Regressions

 1. In a simple regression, the dependent variable Y was assumed to be linearly 
related to a single variable X.

 2. In real life, we often find that a dependent variable may depend on more than one 
independent variable. For example, the profit of a company would depend upon rev-
enues and a number of costs, such as fixed costs and variable costs. Hence, the sim-
ple regression equation appears to be inadequate in representing such a situation.

13.5.1 Multiple Regression Equation

	 Ŷ A B X   B X   B X

      

1 1 2 2 n n= + + + +…

where:
	 Ŷ  = estimated value corresponding to the dependent variable
 A = Y-intercept
 X1, X2, X3, … Xn = values of independent variables
 B1, B2, … Bn = slopes associated with X1, X2

We can also write the equation as

	 Ŷ A+B X B X  B X1 1 2 2 n n= + + + + ∈…

where ∈ = random variable with mean 0.

13.5.2 Multicollinearity

 1. As the degree of correlation between the independent variables increases, the 
regression coefficients become less reliable; that is, the independent variables may 
together explain the dependent variable, but because of multicollinearity, the coef-
ficients of explanatory variables may be rejected.

 2. It can happen that the model may be accepted (through the F-test), but the indi-
vidual coefficients may be rejected (through the t-test).

 3. If two variables are identical, the influence of each one in the model will be 
reduced.

 4. Multicollinearity does not reduce the accuracy of the model (the predictive 
powers).
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Exercise

Calculate the two regression equations and the correlation coefficient from the data 
given in Table 13.2.

Solution

Let marks in statistics be denoted by X and marks in mathematics by Y (Table 13.3).

	
Regression equation of X on Y: X X r Y Yx

y
− = −( )σ

σ

	
X

X
N

Y
Y

N
= = = = = =∑ ∑185

5
37

170
5

34;

	
b r

xy
y

xy
x

y
= = = =∑

∑
σ
σ 2

22
82

0 268.

	 X 37 268 Y 34– . –= ( )0

	 X 37 268Y 9 112 or X 27 888 268Y– . – . . .= = +0 0  (13.9)

	 Regression equation of Y on X: Y Y r X Xx

y
− = −( )σ

σ

	 b r
xy
x

yx
y

x
= = = =∑

∑
σ
σ 2

22
88

0 25.

	 Y 34 25 X 37– . –= ( )0

TABLE 13.3

Calculation of Regression Equations and Correlation Coefficient

X
x X X= −
(X−37) x2 Y

y = (Y − Y)
(Y−34) y2 xy

40 3 9 30 −4 16 −12
38 1 1 35 1 1 1
35 −2 4 40 6 36 −12
42 5 25 36 2 4 10
30 −7 49 29 −5 25 35
∑X = 185 ∑x = 0 ∑x2 = 88 ∑Y = 170 ∑y = 0 ∑y2 = 82 ∑xy = 22

TABLE 13.2

Marks in Statistics and Mathematics

Marks in statistics (out of 50) 40 38 35 42 30

Marks in mathematics (out of 50) 30 35 40 36 29
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	 Y 34 25X 9 25 or Y 24 75 25Y– . – . . .= = +0 0  (13.10)

	 r b bxy yx= × = × =. . . .268 25 0 259

Exercise

The following data gives the experience of machine operators and their performance 
rating as given by number of good parts out of 100 pieces.

Operator 1 2 3 4 5 6 7 8

Experience (Years) 16 12 18 4 3 10 5 12
Performance 87 88 89 68 78 80 75 83

Calculate the regression line of performance ratings on experience and estimate the 
probable performance of an operator having 7 years’ experience

Solution

Let the performance rating be denoted by y and experience by x.
We have to calculate the regression line of y on x (Table 13.4).
Regression equation of y on x:

	
y y r x xy

x
− = −( )σ

σ

	
r

y
x

xy
x

= = = =σ
σ

.
Σ
Σ 2

247
218

1 133

	
,y

y
N

x
x

N
= = = = = =Σ Σ648

8
81

80
8

10

	 y 81 1 133 x 1− = −( ). 0

TABLE 13.4

Calculation of Regression Line of y and x

Experience Performance

x x x x x= − = 10
 

x2 y y y y y= − = 81 y2 xy

16 +6 36 87 +6 36 +36
12 +2 4 88 +7 49 +14
18 +8 64 89 +8 64 +64
4 −6 36 68 −13 169 +78
3 −7 49 78 −3 9 +21
10 0 0 80 −1 1 0
5 −5 25 75 −6 36 +30
12 +2 4 83 +2 4 +4
∑x = 80 ∑x = 0 ∑x2 = 218 ∑y = 648 ∑y = 0 ∑y2 = 368 ∑xy = 247
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	 y 81 1 133x 11 33− = −. .

	 = +1 133x 69 67. .

When x = 7, y will be

	

y 1 133 7 69 67

y 7 931 69 67

y 77 6

y 78

= ( ) +

= +

=

=

. .

. .

. 0

Thus, the probable performance of an operator who has 7 years’ experience = 78.

Exercise

The following table gives age and number of morning walkers. Determine regression 
equation and estimate number of walkers at the age of 55.

Age (years) 20 30 40 50 60 70 80
No. of walkers 4 6 8 10 9 4 1

Solution

Calculation of regression equations (Table 13.5)
We have 

 x
x

N
y

N
y= ∑ = = = ∑ = =350

7
50

42
7

6,

Regression coefficient of x on y,

 bxy
xy
y

= ∑
∑

= − = −2

120
62

1 93.

TABLE 13.5

Calculation of Regression Equations

Age 
(Years) x

No. of 
Walkers y x x x x= − = 50 y y y y= − = 6 x2 y2 xy

20 4 −30 −2 900 4 60
30 6 −20 0 400 0 0
40 8 −10 2 100 4 −20
50 10 0 4 0 16 0
60 9 10 3 100 9 30
70 4 20 −2 400 4 −40
80 1 30 −5 900 25 −150
∑x = 350 ∑y = 42 ∑x = 0 ∑y = 0 ∑x2 = 2800 ∑y2 = 62 ∑xy = −120
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Regression coefficient of y on x,

 
byx

xy
x

= ∑
∑

= − = −2

120
2800

0 042.

Regression equation of x on y:

	

x x bxy y y

x 5 1 93 y 6

x 5 1 93y 11 58

x 61

= + −

= + −( ) −( )
= − +

=

( )

.

. .

.

0

0

558 1 93y− .

Regression equation of y on x:

	

y y byx x x

y 6 42 x 5

y 6 42 x 5

y 8 1

= + −

= + −( ) −( )
= + −( ) −( )
= −

( )

.

.

.

0 0 0

0 0 0

00 0. 42x

To estimate number of walkers at the age of 55, that is, when x = 55,

	 y 8 1 42 55 5 79 6e = − ( ) = ≈. . .0 0 .

Exercise

Use the following data to obtain two regression equations.

Sales 91 97 108 121 67 124 51 73 111 57
Purchase 71 75 69 97 70 91 39 61 80 47

Solution

Obtaining regression equations (Table 13.6)
Regression equation of x and y:
Let x = a + by be the line on x on y
To find a and b, we have the following normal equations:

	 ∑ = + ∑x Na b y

	 ∑ = ∑ + ∑xy a y b y2

Substituting the values, we get

	 9 1 a 7 b00 0 00= +  (13.11)

	 66,9 7 a 51,868b00 00= +  (13.12)
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Multiplying Equation 13.11 by 70, we have

	 63, 7 a 49, b000 00 000= +  (13.13)

Taking Equations 13.12 and 13.13,

	

66,9   7 a 51,868b

63,   7 a 49, b
39

00 00

000 00 000
00

= +

= +
= 2868b

b = 1.36
Substituting b = 1.36 in … Equation 13.11,

 900 = 10a + 700(1.36)

 900 = 10a + 952

 a = −5.2

∴ Required equation of x and y:

 x = −5.2 + 1.36y

Regression equation of x and y:
Let x = a + bx be the line on x on y
To find a and b, we have the following normal equations:

	 ∑ = + ∑y Na b x

	 ∑ = ∑ + ∑xy a x b x2

Substituting the values, we get

	 700 0 900= +1 a b  (13.14)

TABLE 13.6

Calculation of Regression Equations

x y xy x2 y2

91 71 6,461 8,281 5,041
71 75 7,275 9,409 5,625
108 69 7,452 11,664 4,761
121 97 11,737 14,641 9,409
67 70 4,690 4,489 4,900
124 91 11,284 15,376 8,281
51 39 1,989 2,601 1,521
73 61 4,453 5,329 3,721
111 80 8,880 12,321 6,400
57 47 2,679 3,249 2,209
∑x = 900 ∑y = 700 ∑xy = 66,900 ∑x2 = 87,360 ∑y2 = 51,868
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	 66,9 a 87,360b00 900= +  (13.15)

Multiplying Equation 13.14 by 90, we have

	 63, a 81, b000 900 000= +  (13.16)

Taking Equations 13.15 and 13.16,

	

66,9 9 a 87,360b

63, a 81, b
39 6360b

00 00

000 900 000
00

= +

= +
=

 b = 0.61

Substituting b = 0.61 in … 4, we get

 700 = 10a + 900(0.61)

 900 = 10a + 952

 a = 15.1

∴ Required equation of y and x:

 y = 15.1 + 0.61x

Exercise

Using regression analysis, find the advertising budget for achieving sales of 30 units. 
Sales of previous months and their corresponding advertising budgets are shown in 
Table 13.7.

Solution

By using the least-squares method, we can calculate the values of a and b. When the 
values of a and b are substituted in the linear regression equation with required levels 
of sales, the advertising budget needed to achieve the required level of sales can be 
forecast (Table 13.8).
Here, n = 6,

 
X

X
n

Y
Y

n

_ _
= ∑ = = = ∑ = =130

6
21 67

49
6

8 17. , .

	
b

n XY X Y

n X X
 2=

∑( ) − ∑( ) ∑( )
∑( ) − ∑( )2

The equation can also be written as

	

∑( ) −
∑ −

XY nXY
X nX22



320 Quantitative Techniques in Business, Management and Finance

Substituting the values, we get b = 0.35
Now,

 a Y bX 0.35 21.67= − = − ×( ) =8 17 0 58. .

Now, we can find the value of Y (dependent variable) for which the value of the inde-
pendent variable is 30.

	 Y a bX Y 0.58 0.35 30 11.08= + ⇒ = + × =

So, to achieve a sales level of 30 units, the organisation needs to spend 11.08 units of 
capital on advertising.

Exercise

From the following information, calculate the regression equations:

	 ∑X = 30, ∑Y = 40, ∑XY = 214, ∑X2 = 220, ∑Y2 = 340 and N = 5.

Also find the coefficient of correlation.

Solution

Regression equation of X on Y

	 X X b Y Yxy− = −( )
where:

	 X
X

N
= ∑ = =30

5
6

TABLE 13.8

Calculation of Regression Equations

X (Sales) Y (Ad Budget) XY X2 Y2

21 7 147 441 49
11 5 55 121 25
37 14 518 1369 196
22 8 176 484 64
24 9 216 576 81
15 6 90 225 36
∑X = 130 ∑Y = 49 ∑XY = 1202 ∑X2 = 3216 ∑Y2 = 451

TABLE 13.7

Sales and Advertising Budgets

Sales 21 11 37 22 24 15

Advertising budget 7 5 14 8 9 6
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	 Y
Y

N
= = =∑ 40

5
8

	 b
XY NXY

Y N Y
when figures are given in original valuesxy = −

− ( )
( )∑

∑ 2 2

	
bxy =

− × ×( )
− ( )

214 5 6 8

340 5 8
2

	 bxy = −
−

= − = −214 240
340 320

26
20

1 3.

	

X Y

X Y

X Y

− = − −( )
− = − +

= − +

6 1 3 8

6 1 3 10 4

1 3 16 4

.

. .

. .

	 X Y= −16 4 1 3. .  (13.17)

Regression equation of Y on X:

	 Y X= =8 6,

	

b
XY NXY

X N X
yx = −

− ( )
∑

∑ 2 2

	
byx =

− × ×( )
− ( )

214 5 6 8

220 5 6
2

	
byx = −

−
= − = −214 240

220 180
26
40

0 65.

	 Y Y b X Xyx− = −( )

	

Y X

Y 8 X

Y X

− = − −( )
− = − +

= − +

8 0 65 6

0 65 3 90

0 65 11 9

.

. .

. .

	 Y X= −11 9 0 65. .  (13.18)

	 ∴ = ×r b bxy yx

	 ∴ = −( ) × −( )r 1 3 0 65. .

	 ∴ = = −r 0 845 0 92. .
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Exercise

Compute the two regression equations on the basis of the information in Table 13.9.
Karl Pearson coefficient of correlation between X and Y = 0.50. Also estimate the value 

of Y for X = 48 using the appropriate regression equation. (Mean and SD are known.)

Solution

Regression equation of X on Y

	
X X r Y Yx

y
− = −( )σ

σ

Here,

 X 40, Y 45,  and rx y= = = = =σ σ10 9 0 5, .

	 X Y− = × −( )40 0 5
10
9

45.

	 X Y= +0 556 15.

Regression equation of Y on X

	
Y Y r X Xy

x
− = −( )σ

σ

	
Y Y r X Xy

x
= + −( )σ

σ

Substituting the values, we get

	

Y X

Y X

= + × −( )

= +

45 0 5
9

10
40

0 45 27

.

.

The appropriate regression equation for estimating the value of Y, for a given value of 
X, is

	 ˆ .Y X= +0 45 27

TABLE 13.9

Data of Mean and SD

x y

Mean 40 45
SD 10 9
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Hence, if X = 48,

	 ˆ . .Y = ( ) + =0 45 48 27 48 6

Exercise

Table 13.10 shows the respective weights, X and Y, of a sample of 12 fathers and their 
eldest sons.

 1. Find the least-squares regression line of Y on X.
 2. Find the least-squares regression line of X on Y.

Solution

Calculation of regression lines (Table 13.11):

 1. The regression line of Y on X is given by Y = a + bX, where a and b are obtained 
by normal equations:

	 ∑ = + ∑Y aN b X

	 ∑ = ∑ + ∑XY a X b X2

TABLE 13.10

Weights of X and Y (kg)

Weights of 
fathers in kg (X) 65 63 67 64 68 62 70 66 68 67 69 71

Weights of sons 
in kg (Y)

68 66 68 65 69 66 78 65 71 67 68 70

TABLE 13.11

Calculation of Regression Lines

X Y X2 XY Y2

65 68 4,225 4,420 4,624
63 66 3,969 4,159 4,356
67 68 4,489 4,556 4,624
64 65 4,096 4,160 4,225
68 69 4,624 4,692 4,761
62 66 3,844 4,092 4,356
70 68 4,900 4,760 4,624
66 65 4,356 4,290 4,225
68 71 4,624 4,828 5,041
67 67 4,489 4,489 4,489
69 68 4,761 4,692 4,624
71 72 4,541 4,970 4,900
∑X = 800 ∑Y = 811 ∑X2 = 53,418 ∑XY = 54,107 ∑Y2 = 54,849
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a

Y X X XY

N X X
=

( )( ) − ( )( )
− ( )

∑ ∑ ∑ ∑

∑ ∑

2

2 2

	 =
( )( ) − ( )( )

( ) − ( )
=

811 53 418 800 54 107

12 53 418 800
35 822

, ,

,
.

	
b

N XY X Y

N X X
=

− ( )( )
− ( )

∑ ∑ ∑

∑ ∑2 2

	 =
( ) − ( )( )

( ) − ( )
=

12 54 107 800 811

12 53 418 800
0 4762

,

,
.

  Thus, Y = 35.82 + 0.476X.
 2. The regression line of X on Y is given by X = a + bY, where a and b are obtained 

by normal equations:

	 ∑ = + ∑X aN b Y

	 ∑ = ∑ + ∑XY a Y b Y2

	
a

X Y X XY

N Y Y
=

( )( ) − ( )( )
− ( )

∑ ∑ ∑ ∑

∑ ∑

2

2 2

	 = ( )( ) − ( )( )
( ) − ( )

= −
800 54 849 811 54 107

12 54 849 811
3 382

, ,

,
.

	
b

N XY Y X

N Y Y
=

− ( )( )
− ( )

∑ ∑ ∑

∑ ∑2 2

	 = ( ) − ( )( )
( ) − ( )

=
12 54 107 811 800

12 54 849 811
1 0362

,

,
.

Thus, X = −3.38 + 1.036Y.

Exercise

Find the

 1. Regression equation
 2. Correlation coefficient
 3. Value of Y when X  =  30 (method of deviation from the actual means) 

(Table 13.12).

Solution

Calculation of regression equation by method of deviation from the means (Table 13.13)



325Regression Analysis

	 X
X

N
Y

Y
N

= = = = = =∑ ∑320
10

32
380
10

38,

	 σ σx y
x

N
y

N
= = = = = =∑ ∑2 2140

10
3 74

398
10

6 31. , .

	 r
xy

N x y
= = −

( )( )( ) = −∑
σ σ

93
10 3 74 6 31

0 394
. .

.

∴ Regression equation of X on Y is

	 X X r Y Yx

y
= + −( )σ

σ

	
X Y= + −( )





−( )32 0 394
3 74
6 31

38.
.
.

	 X Y= −40 8806 0 2337. .

Now, regression equation of X on Y is

	
Y Y r X Xy

x
= + −( )σ

σ

TABLE 13.12

Data of X and Y

X 25 28 35 32 31 36 29 38 34 32

Y 43 46 49 41 36 32 31 30 33 39

TABLE 13.13

Calculation of Regression Equation

X Y
x X X= –
x = X − 32 

y Y Y= –
y =Y − 38 x2 y2 xy

25 43 −7 5 49 25 −35
28 46 −4 8 16 64 −32
35 49 3 11 9 121 33
32 41 0 3 0 9 0
31 36 −1 −2 1 4 2
36 32 4 −6 16 36 −24
29 31 −3 −7 9 49 21
38 30 6 −8 36 64 −48
34 33 2 −5 4 25 −10
32 39 0 1 0 1 0
∑X = 320 ∑Y = 380 ∑x = 0 ∑y = 0 ∑x2 = 140 ∑x2 = 398 ∑xy = −93
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Y X= + −( )





−( )38 0 394
6 31
3 74

32.
.
.

	 X X= −59 2576 0 6643. .

Correlation coefficient:

	 r b bxy xy yx= ×

	
= ×∑

∑
∑
∑

xy
y

xy
x2 2

	
= −( ) −( ) =0 2337 0 6643 0 394. . .

Probable value of Y when X = 30:

	

Y 59 2576 6643 3

Y 39 3286

= − ( )
=

. .

.

0 0

Exercise

From the data in Table 13.14, find

 1. Two regression coefficients
 2. The correlation coefficient
 3. Two regression equations
 4. SD of X on Y (method of deviation from the actual mean).

Also, find the sales when the expenditure is Rs 16,000 (Table 13.15).

Solution

We have

	
X

X
N

Y
Y

N
= = = = = =∑ ∑56

7
8

56
7

8,

Regression coefficient of X on Y:

	
b

xy
y

xy = = =∑
∑ 2

21
28

0 75.

TABLE 13.14

Expenditure and Volume of Sales

Expenditure on advertisements 
(Rs. in thousands) X 11 7 9 5 8 6 10

Volume of sales (in lakhs) Y 10 8 6 5 9 7 11



327Regression Analysis

Regression coefficient of Y on X:

	
b

xy
x

yx = = =Σ
Σ 2

21
28

0 75.

Correlation coefficient:

	 r b bxy yx= ×

	 = ( )( ) = ±0 75 0 75 0 75. . .

Regression equation of X on Y:

	

X X b Y Y

Y

Y

xy= + −( )
= + −( )
= +

8 0 75 8

2 0 75

.

.

Regression equation of Y on X:

	

Y Y b X X

X

X

xy= + −( )
= + −( )
= +

8 0 75 8

2 0 75

.

.

SD of X:

	
σx

x
N

= = =∑ 2 28
7

2

SD of Y:

	
σy

y
N

= = =∑ 2 28
7

2

TABLE 13.15

Calculation of Regression Lines

X Y
x X X= –
x = X − 8 

y Y Y= –
y = Y − 8 x2 y2 xy

11 10 3 2 9 4 6
7 8 −1 0 1 0 0
9 6 1 −2 1 4 −2
5 5 −3 −3 9 9 9
8 9 0 1 0 1 0
6 7 −2 −1 4 1 2
10 11 2 3 4 9 6
∑X = 56 ∑Y = 56 ∑x = 0 ∑y = 0 ∑x2 = 28 ∑y2 = 28 ∑xy = 21
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Calculation of sales (Y) when advertisement expenditure (X) is Rs 16,000:

	 Y 2 75 16= + ( )0.

	 Y 14=

	 ∴ =When X 16,000

	 Y 14 1 14= × =000 000, .

Exercise

From the data given below, compute the two regression coefficients and formulate the 
two regression equations.

	 ∑X = 510, ∑Y = 7140, ∑XY = 54,900, ∑X2 = 4150, ∑Y2 = 740,200 and N = 102.

Also determine the value of Y when X = 8 (value-based method).

Solution

By the value-based method,
Regression coefficient of X on Y:

	
b

N XY Y X

N Y Y
xy =

− ( )( )
− ( )

∑ ∑ ∑

∑ ∑2 2

	
= ( ) − ( )( )

( ) − ( )
=

102 54 900 510 7140

102 740 200 7140
0 082

,

,
.

Regression coefficient of Y on X:

	
b

N XY Y X

N X X
yx =

− ( )( )
− ( )

∑ ∑ ∑

∑ ∑2 2

 
= ( ) − ( )( )

( ) − ( )
=

102 54 900 510 7140

102 4150 510
122

,

	
X

X
N

= = =∑ 510
102

5

Regression equation of X on Y:

	
X X b Y Yyx= + −( )

	 X Y= + −( )5 0 08 70.
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	 X Y= − +0 6 0 08. .

	
Y

Y
N

= = =∑ 7140
102

70

Regression equation of Y on X:

	

Y Y b X X

Y X

Y X

xy= + −( )
= + −( )
= +

70 12 5

10 12

Value of Y when X = 8:

	 Y 1 12 8 1 6= + ( ) =0 0

Coefficient of correlation:

	 r b bxy yx= ×

	
= ( ) × ( ) = ±0 08 12 0 97. .

Exercise

From Table 13.16, obtain the equations of the two lines of regression. Also determine the 
value of the correlation coefficient between x and y (method of deviation from Assumed 
Mean).

Solution

Calculation of regression lines (Table 13.17):

	
b

N dx dx dx dy

N dy dy
xy =

− ( )( )
− ( )

∑ ∑ ∑

∑ ∑2 2

	
=

−( ) − −( ) −( )
( ) − −( )

= −
12 283 17 18

12 728 18
0 442 .

	
b

N dxdy dy dx

N dx dx
yx =

− ( )( )
− ( )

∑ ∑ ∑

∑ ∑2 2

TABLE 13.16

Data of X and Y

X 43 44 46 40 44 42 45 42 38 40 42 57

Y 29 31 19 18 19 27 27 29 41 30 26 10
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=

−( ) − −( ) −( )
( ) − −( )

= −
12 283 17 18

12 277 17
1 222 .

	
X A

dx
N

= + = +
−( ) =∑

45
17

12
43 58.

Regression equation of X on Y:

	

X X b Y Y

X Y

X Y

xy= + −( )
= + −( ) −( )
= −

43 58 0 44 25 5

54 80 0 44

. . .

. .

	
Y A

dy
N

= + = +
−( ) =∑

27
18

12
25 5.

Regression equation of Y on X:

	

Y Y b X X

Y X

Y X

xy= + −( )
= + −( ) −( )
= −

25 5 1 22 43 58

78 67 1 22

. . .

. .

Correlation coefficient between X and Y:

	

r b bxy yx= ×

= −( ) −( ) = ±0 44 1 22 0 7326. . .

TABLE 13.17

Calculation of Regression Lines

X
dx = X − A

= X − 45 dx2 Y dy = Y − 27 dy2 dx dy

43 −2 4 29 2 4 −4
44 −1 1 31 4 16 −4
46 1 1 19 −8 64 −8
40 −5 25 18 −9 81 45
44 −1 1 19 −8 64 8
42 −3 9 27 0 0 0
45 0 0 27 0 0 0
42 −3 9 29 2 4 −6
38 −7 49 41 14 196 −98
40 −5 25 30 3 9 −15
42 −3 9 26 −1 1 3
57 12 144 10 −17 −289 −204
∑X = 523 ∑dx = −17 ∑dx2= 277 ∑Y =306 ∑dy = −18 ∑dy2 = 728 ∑dx dy = −283
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Exercise

From the data in Table 13.18, find regression equations and SE of estimates (value-based 
method).

Also, determine the value of r on the basis of SE.

Solution

Calculation of the regression equation and the SE (Table 13.19)
By the value-based method, we have

	

b
N XY X Y

N Y Y
xy =

− ( )( )
− ( )

= ( ) − ( )( )
( ) − ( )

= −

∑ ∑ ∑

∑ ∑2 2

2

5 214 30 40

5 340 40
1..3

	

b
N XY X Y

N X X
yx =

− ( ) ( )
− ( )

= ( ) − ( )( )
( ) − ( )

=

∑ ∑ ∑

∑ ∑2 2

2

5 214 30 40

5 220 30
0.665

	
X

X
N

Y
Y

N
= = = = = =∑ ∑30

5
6

40
5

8,

Regression equation of X on Y:

	

X b Y

X Y

X Y

xy= + −( )
= + −( ) −( )
= −

X Y

6 1 3 8

16 4 1 3

.

. .

TABLE 13.18

Data of X and Y

X 6 2 10 4 8

Y 9 11 5 8 7

TABLE 13.19

Calculation of the Regression Equation and the SE

X Y X2 Y2 XY

6 9 36 81 54
2 11 4 121 22
10 5 100 25 50
4 8 16 64 32
8 7 64 49 56
∑X = 30 ∑Y = 40 ∑X2 = 220 ∑Y2 = 340 ∑XY = 214
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Regression equation of Y on X:

	

Y Y b X X

Y X

Y X

yx= + −( )
= + −( ) −( )
= −

8 0 65 6

11 9 0 65

.

. .

Standard Error (SE)

 1. Fundamental method
  Computation of estimated value of X on Y (Table 13.20)
  Computation of estimated value of Y on X (Table 13.21)
  Working table (Table 13.22)
  SE of estimated Y on X:

	
SE

Y Y
N

Y on X
e=

−( ) = =
∑ 2

3 1
5

0 787
.

.

TABLE 13.20

Computation of Estimates Value of X on Y

When Y = 9 Xe = 16.4 – 1.3(9) = 4.7

11 2.1
5 9.9
8 6
7 7.3

TABLE 13.21

Computation of Estimated Value of Y on X

When X = 6 Xe = 11.9 – 0.65 (6) = 8

2 10.6
10 5.4
4 9.3
8 6.7

TABLE 13.22

Calculation of SE of Estimates Y on X and X on Y

X Y Xe Ye (X – Xe)2 (Y – Ye)2

6 9 4.7 8 1.69 1
2 11 2.1 10.6 0.01 0.16
10 5 9.9 5.4 0.01 0.16
4 8 6.0 9.3 4 1.69
8 7 7.3 6.7 0.79 0.09

 ∑(X – Xe)2 = 6.20 ∑(Y – Ye)2 = 3.10
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  SE of estimated X on Y:

	
SE

X X
N

X on Y
e=

−( ) = =
∑ 2

6 20
5

1 114
.

.

	
σy

Y
N

Y
N

= − 



 = − 





=∑ ∑2 2 2340
5

40
5

2

Calculation of r

	

r
S E Y on X

y

= −
( )

( )
= − ( )

( )
= ±1 1

0 787

2
0 92

2

2

2

2

. . .
.

σ

13.6 Summary

In this unit, fundamentals of linear regression have been highlighted. Broadly speaking, 
the fitting of any chosen mathematical function to given data is termed regression analysis. 
The estimation of the parameters of this model is accomplished by the least-squares crite-
rion, which tries to minimise the sum of squares of the errors for all the data points.

How the parameters of a fitted straight-line model are estimated has been illustrated 
through an example.

After the model is fitted to data, the logical next question is to find out how good the 
quality of fit is. This question can best be answered by conducting statistical tests and 
determining the SE of estimate. This information permits us to make quantitative state-
ments regarding confidence limits for estimates of the parameters as well as the forecast 
values.

Finally, it has been emphasised that the method of least squares used in linear regression 
is applicable to a wide class of models. In each case, the model parameters are obtained by 
the solution of the so-called ‘normal equations’. These are simultaneous linear equations 
equal in number to the number of parameters to be estimated, obtained by partially dif-
ferentiating the sum of squares of errors with respect to the individual parameters.

REVIEW QUESTIONS

 1.
 a. What is regression analysis?
 b. Define the term regression. State its application.
 c. What are regression coefficients? List their features.
 d. What do you mean by regression lines?
 e. Point out the role of regression analysis in business decision making.
 f. Why are there two regression lines? When do we use one in preference to the 

other?
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 g. What are the limitations of regression analysis?

 h. Prove that r =  bxy byx× .
 i. Write a note on standard error of estimate.
 2.
 a. What do you understand by linear regression?
 b. What is regression? Why are there, in general, two regression lines? When do 

they coincide? Explain the use of regression equations in an economic inquiry.
 3. Compare and contrast the roles of correlation and regression in studying the inter-

dependence of two variables.
 4. Define regression. Why are there two regression lines? Under what conditions can 

there be only one regression line?
 5. Explain the concept of regression and comment on its utility.
 6. Define the terms regression, linear regression and curvilinear regression. Describe the 

method of least squares and show how it can be used to fit a linear regression. 
How is linearity of regression tested?

 7. Distinguish clearly between correlation and regression as concepts used in statis-
tical analysis.

SELF-PRACTICE PROBLEMS

 1. Two regression lines are 2x + 3y – 28 = 0 and x + 6y – 32 = 0. Find the mean value 
and the correlation coefficient. If the variance of x is 27, find the SD of y.

 2. From the following data, obtain the two regression lines:

x 7 3 11 6 10 12 14
y 10 12 7 10 8 10 9

 3. The following table gives the ages (x) and blood pressure (y) of 12 women:

x 57 40 37 48 50 43 58 70 62 54 56 60
y 146 124 116 126 144 142 154 158 148 148 146 143

 a. Obtain regression line y on x.
 b. Estimate the blood pressure of a woman whose age is 65 years.
 4. The following data gives the experience of machine operators and their perfor-

mance rating as given by number of good parts out of 100 pieces:

Operator 1 2 3 4 5 6 7 8
Experience (Years) 14 10 16 5 6 12 4 16
Performance 67 86 88 64 74 86 74 87

  Calculate the regression line of performance ratings on experience and estimate 
the probable performance of an operator having 7 years’ experience.
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 5. The following table gives age and number of morning walkers. Determine regres-
sion equation and estimate number of walkers at the age of 45:

Age (years) 30 40 50 60 70 80 90
No. of walkers 5 3 6 13 6 5 3

 6. Obtain the lines of regression for the following data:

X 1 2 3 4 5 6 7 8 9
Y 9 9 10 12 11 13 14 16 15

  Obtain the estimate of Y which should correspond on the average to X = 6.2.
  [Ans: r = 0.95; X = 0.95 Y = −6.4; Y = 0.95 X + 7.25; When X = 6.2, Y = 13.14]
 7. Estimate the values of X corresponding to Y = 200 from the following data:

X 250 284 297 338 463 393
Y 137 147 184 196 276 260

  [Ans: X200 = 331.51]
 8. Given the following data, calculate the expected value of Y when X = 12.

X Y

Average 7.6 14.8
SD 3.6 2.5

r = 0.99

  [Ans: 17.83]
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14
Time Series Analysis

14.1 Introduction

One of the most important tasks facing economists and business people these days is to 
make estimates for the future. The first step in making estimates for the future consists of 
gathering information from the past. In this connection, one usually deals with statistical 
data that is collected, observed or recorded at successive intervals of time. Such data is 
referred to as time series.

The term time series can be applied to all phenomena that are related to time, such as the 
number of accidents occurring in a day, the variation in the body temperature of a patient 
during a certain period, the number of marriages taking place during a certain period, and 
so on. For example,

 1. A businessman is interested in finding out his likely sales in the year 2017 so that 
he can adjust his production accordingly and avoid the possibility of either unsold 
stocks or inadequate production to meet the demand.

 2. An economist is interested in estimating the likely population in the coming year 
so that proper planning can be carried out with regard to food supply, jobs for the 
people and so on.

14.2 Time Series

14.2.1 Definition

When we observe numerical data at different points of time, the set of observations is 
known as a time series. If we observe production, population sales, or imports and exports 
at different points of time, say over the last 5–10 years, the set of observations formed will 
constitute a time series. In the analysis of time series, time is the most important factor, 
because the variable is related to time, which may be years, months, weeks, days, hours, or 
even minutes or seconds.

Times series can apply to phenomena related to time, such as

 1. The number of accidents occurring in 24 hours
 2. The variation in the temperature of a patient during a certain period
 3. Study of profits over 15 years to estimate for the coming years
 4. Estimation of food supply for the population in the next 10 years
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14.2.2 Features of Time Series

 1. Variables are determined with respect to time.
 2. Time series consist of a homogeneous set of variables.
 3. Time series deal with data over a long period.

For example, to study agricultural production, one may take 10–15 year data, while to 
study the pattern of rainfall, daily recording is essential.

14.2.3 Uses of Analysis of Time Series

Analysis of time series is of great significance not only to the economist and business per-
son but also to the scientist, astronomer, geologist, sociologist, biologist, research worker 
and so on, for the following reasons:

 1. Economic problems
  Changes in demand for a product over a period of time can be analysed using 

time series.
 2. Study of past behaviour

  It helps in understanding past behaviour. By observing data over a period of 
time, one can easily understand changes that have taken place in the past. Such 
analysis will be helpful in predicting future behaviour.

 3. Evaluation of current accomplishments
  The actual performance can be compared with the expected performance and 

the cause of variation analysed.
  For example, if expected sales for 2016 were 12,000 refrigerators and the 

actual sales were only 10,000, one can investigate the cause for the shortfall in 
achievement.

  Time Series analysis will enable us to apply the scientific procedure of `holding 
other things constant’ as we examine one variable at a time. For example, if we 
know how much the effect of seasonality on business is, we may devise ways and 
means of ironing out the seasonal influence or decreasing it by producing com-
modities with complementary seasons.

  Economic and business activities depend on time series to review and find 
deviations in progress by studying the present situation.

 4. Comparison
  Time series provide data in chronological order and present the information in 

a systematic way. This facilitates comparison between past and present.
 5. Forecasting

  It helps in planning future operations. If the regularity of occurrence of any 
feature over a sufficient long period can be clearly established, then, within 
limits, prediction of probable future variations will become possible. It helps 
in making long-range forecasts and provides a base for long-term operational 
planning.
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14.3 Components of Time Series

The forces affecting the values of phenomena in a time series are called components of the 
time series. For example, demand for product is influenced by substitutes, seasonal supply, 
competitors’ prices, purchasing power, influence of business cycles and so on.

The effects of the various forces are:

 1. Changes occurring as a result of the tendency of the data to increase or decrease 
are known as secular movements.

 2. Changes taking place during a period of 12 months as a result of change in cli-
mate, weather conditions, festivals and so on are called seasonal variations.

 3. Changes taking place as a result of booms and depressions are classified under the 
heading cyclical variations.

 4. Changes taking place as a result of forces that could not be predicted, such as 
floods, earthquakes or famines, are classified under the heading irregular or erratic 
variations.

These four types of patterns, movements or, as they are often called, components or ele-
ments of a time series are

 1. Secular trend
 2. Seasonal variation
 3. Cyclical variation
 4. Irregular variation

14.3.1 Secular Trend or Long-Term Trend

The term trend is very commonly used in day-to-day conversation. For example, we often 
talk of a rising trend of population, prices and so on. Trend is the basic tendency of produc-
tion, sales, income, employment and so on to grow or decline over a period of time.

The presence of more people means that more food, clothing and housing are necessary. 
Technological changes, discovery and exhaustion of natural resources, mass production 
methods, improvements in business organisation, and government intervention in the 
economy are the major causes for the growth or decline of economic time series.

In some cases, growth in one series involves decline in another. Examples include

 1. Silk is displaced by rayon, terylene, etc.
 2. Bullock carts, camel carts and tonga are displaced by other modes of transport 

such as trucks, auto-rickshaws, taxis and tempo.
 3. Better medical facilities, improved sanitation, diet and so on reduce the death rate 

and contribute to a rise in birth rate.

Trends are divided in two headings:

 1. Linear or straight-line trends
 2. Non-linear trends
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14.3.1.1 Meaning of Long Term

A particular period can be regarded as long or short in the study of secular trends depend-
ing on the nature of the data.

For example, if we are studying the figures of sales of a firm for 2012 and 2013, and we 
find that in 2013 the sales have gone up, this increase cannot be called a secular trend, 
because this is too short a period of time to conclude that the sales are showing an increas-
ing tendency.

On the other hand, if we put a strong germicide into a bacterial culture and count the 
numbers of organisms still alive after each 3 seconds for 3 minutes, these 60 observations 
showing a general pattern would be called a secular movement.

It is clear from this example that in one case 2 years could not be regarded as a long 
period, whereas in another case even 3 minutes would constitute a long period. Hence, 
the nature of the data would dictate whether a particular period would be called long 
or not.

As a minimum safeguard, it may be said that to calculate trend, the period must cover 
at least two or three complete cycles. It is not necessary that the rise or fall must continue 
in the same direction throughout the period. We have to observe the general tendency of 
the data. As long as we can say that the period as a whole was characterised by an upward 
movement or by a downward movement, we say that a secular trend was present.

For example, if we observe the trend of prices over a period of 10 years and find that, 
except for a year or two, the prices have been continuously rising, we would call this a 
secular rise in prices.

14.3.1.2 Measurement of Secular Trends

 1. In studying trend in and of itself, we ascertain the growth factor. For example, we 
can compare the growth in one firm of the textile industry with the growth in the 
industry as a whole.

 2. The growth factor helps us in predicting the future behaviour of the data. If a 
trend can be determined, the rate of change can be ascertained and tentative esti-
mates concerning future can be made.

 3. The elimination of trend leaves us with seasonal, cyclical and irregular factors.

14.3.1.3 Features of Secular Trends

 1. Long period
  In certain cases, the period extends to centuries and decades; for example, the 

study of rocks, minerals, the earth’s crust and changes in temperature.
  For some phenomena, it takes 10–20 years; for example, production of steel by a 

steel industry, sales of cotton textiles.
  For some phenomena, hours, minutes and seconds constitutes a long period; 

for example, growth of bacteria or viruses, heart beat records, pulse rate 
records.

 2. Tendency of trend curve or movement
  It may be smooth or with ups and downs, but shows an average tendency of 

growth (Figures 14.1 and 14.2).
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14.3.1.4 Uses of Secular Trends

 1. The study of the data over a long period of time gives a general idea about the 
behaviour of the data.

 2. Measures of trend describe the features of the data in the past and also the pattern 
of growth or decline in trend.

 3. By using secular trends, one can forecast future behaviour on the basis of the past 
data.

14.4 Seasonal Variations

Seasonal variations are those periodic movements in business activity that occur regularly 
every year and have their origin in the nature of the year itself. Since these variations 
repeat during a period of 12  months, they can be predicted fairly accurately. Seasonal 

Time (years)

Actual time series

0

Secular trend

X-axis

Y-axis

FIGURE 14.2
Secular trend.

Secular trend

Linear Non-linear

Arithmetic straight line Geometric straight line 

Gives a straight line. If the values 
are plotted on graph paper, it 
shows a straight-line tendency

�e increase or decrease 
will be constant.

�e increase or decrease is 
uniform.

FIGURE 14.1
Tree diagram secular trend.
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variation refers to rhythmic changes that occur in periodic movements. It occurs due to 
natural factors, seasons or man-made traditions such as festivals, social celebrations, mar-
riages and so on. For example,

 1. During summer in many cities, most textile showrooms sell a wide variety of 
cotton textiles, and the same shops sell synthetic and woollen products during 
winter.

 2. During cropping seasons, vegetables or fruits are sold at a cheaper price, but dur-
ing other seasons they are expensive.

Seasonal variation is evident when the data are recorded at weekly, monthly or quarterly 
intervals. Although the amplitude of seasonal variations may vary, their period is fixed at 
1 year. As a result, seasonal variations do not appear in series of annual figures.

14.4.1 Factors that Cause Seasonal Variations

 1. Climate and weather conditions
  The most important factor causing seasonal variation is the climate. Changes 

in the climate and weather conditions, such as rainfall, humidity and heat, affect 
different products and industries differently. For example,

 a. During winter, there is greater demand for woollen clothes, hot drinks and so 
on, whereas in summer, cotton clothes, cold drinks and ice cream have greater 
sales.

 b. Agriculture is influenced very much by the climate. The effect of the climate is 
that there are generally two seasons in agriculture – the growing season and 
the harvesting season – which directly affect the income of the farmer, which 
in turn, affects the entire business activity.

 2. Customs, traditions and habits
  Though nature is primarily responsible for seasonal variations in time series, 

customs, traditions and habits also have their impact. For example,
 a. On certain occasions, such as Deepawali, Pongal, Dussehra and Christmas, 

there is a big demand for sweets, and also there is a high demand for cash 
before the festivals, because people want money for shopping and gifts.

 b. On the first of every month, there are heavy withdrawals, and the bankers 
have to keep plenty of cash to meet the possible demands on the basis of last 
month’s experience.

 c. Most students buy books in the first few months of the opening of schools 
and colleges, and thus the sale of books, stationery and so on shows seasonal 
swings.

14.4.2 Application of Seasonal Variation

 1. It analyses seasonal patterns of the variables in a short period and studies the 
variations in the behaviour of the data.

 2. It helps in short-term forecasting and planning.
 3. It helps in appraisal of business activities.
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 4. Seasonal indexes are helpful in scheduling purchases, inventory control, person-
nel requirements, seasonal financing, and selling and advertising programmes.

For example, a housewife may buy fruits for canning or preserving at the peak of the 
season, when the prices are low and quality high. Seasonal fluctuations may also be ironed 
out in order that the intra-year fluctuations may be less pronounced. Thus, attempts were 
made in the United States to build up winter demand for ice cream by advertising: ‘Ice-
Cream is one of your best foods. Eat one plate a day’.

14.4.3 Features of Seasonal Variations

Seasonal variation in a time series is the repositive, recurrent pattern of change which 
occurs with a year or shorter time period. The term `seasonal’ is meant to include any kind 
of variation which is periodic in nature and whose repeating cycles are of relatively short 
duration (Figure 14.3).

14.5 Cyclical Variations

Cyclical fluctuations or business cycle movements are recurrent up and down movements 
around secular trend levels which have a duration anywhere from 2 to 15 years.

Most of the time series relating to economics and business show some kind of cycli-
cal variations. Cyclical fluctuations are long-term movements that represent consistently 
recurring rises and declines in activity.

14.5.1 Business Cycle

A business cycle consists of the recurrence of the up and down movements of business 
activity from some sort of statistical trend or ‘normal’. By ‘normal’ we mean some kind of 
statistical average; we do not mean that there is anything very permanent or special.

14.5.1.1 Periods or Phases in the Business Cycle

 1. Prosperity
 2. Decline

Seasonal variations

0 X-axis

Y-axis

Time (years)

FIGURE 14.3
Seasonal variations.



344 Quantitative Techniques in Business, Management and Finance

 3. Depression
 4. Improvement

Each phase changes gradually into the phase that follows it in the order given. Figure 14.4 
illustrates a business cycle.
 1. Prosperity phase

  In this phase, the public is optimistic – business is booming, prices are high 
and profits are easily made. There is a considerable expansion of business activity, 
which leads to an overdevelopment. It is then difficult to secure deliveries, and 
there is a shortage of transportation facilities, which has a tendency to cause large 
inventories to be accumulated during the time of highest prices.

 2. Decline phase
  Wages increase and labour efficiency decreases. The strong demand for money 

causes interest rates to rise to a high level, while doubt enters the banker’s mind 
as to the advisability of granting further loans. This situation causes businesses 
to make price discounts in order to secure the necessary cash. It then follows the 
expectation of further reductions, and the situation becomes critical instead of bet-
ter. Buyers wait for lower prices, and this leads to a decline in business.

 3. Depression phase
  Then follows a period of pessimism in trade and industry; factories close, busi-

nesses fail and there is widespread unemployment, while wages and prices are 
low. These conditions characterise the period of depression.

 4. Improvement phase
  After a period of rigid economic liquidation and reorganisation, money accu-

mulates and seeks a use. Then follows a period of increasing business activity 
with rising prices, a period of improvement or recovery. The improvement period 
generally develops into the prosperity period, and a business cycle is completed. 
These movements are constantly repeated in the order given as the cycle com-
pletes its swing (Figure 14.5).

Improvement

Decline

Depression

X-axis

Y-axis

Y'-axis

X'-axis

Prosperity

Normal

0

FIGURE 14.4
Phases of business cycle.
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14.5.2 Importance of Measuring Cyclical Variation

 1. It is extremely useful in framing suitable policies for stabilising the level of busi-
ness activity, that is, for avoiding periods of booms and depressions, as both are 
bad for an economy – particularly depression, which brings about a complete 
disaster and shatters the economy.

 2. Study of past fluctuations is useful to determine the features of past behaviour 
and helps in the study of fluctuations of business.

 3. Measures of cycles help to forecast the future and prepare plans with the help of 
projection of past cycles. In this way, future changes can be estimated.

14.5.3 Limitations of Measuring Cyclical Variation

 1. Business cycles do not show regular periodicity – they differ widely in timing, 
amplitude and pattern, which makes their study very tough and tedious.

 2. The cyclical variations are mixed with erratic, random or irregular forces, which 
makes it impracticable to isolate separately the effects of cyclical and irregular 
forces.

See Table 14.1 for a comparison of the business cycle versus seasonal variations.

14.6  Irregular Variations, Random Movements, Unpredictable 
Movements, Erratic Variations or Accidental Variations

Irregular variations refer to variations in business activities that do not repeat in a definite 
pattern.

Irregular variations are caused by such isolated special occurrences as floods, earth-
quakes, strikes and wars. Sudden changes in demand or very rapid technological prog-
ress may also be included in this category. By their very nature, these movements are 

Trend line

0

Cyclical fluctuation (variations)

X-axis

Y-axis

Time (years)

FIGURE 14.5
Cyclical variations.
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very irregular and unpredictable. Quantitatively, it is almost impossible to separate out the 
irregular movements from the cyclical movements (Figure 14.6).

14.6.1 Reasons for Recognising Irregular Movements

 1. To suggest that on occasions it may be possible to explain certain movements in 
the data as due to specific causes and to simplify further analysis.

 2. To emphasise the fact that predictions of economic conditions are always subject 
to a degree of error due to the unpredictable erratic influences that may occur.

14.7 Measurement of Trend

 1. To find out trend characteristics in and of themselves.
  In studying trend in and of itself, we ascertain the growth factor.

TABLE 14.1

Business Cycle vs. Seasonal Variations

Points
Cyclical Variations 

(Business Cycle) Seasonal Variations

Duration Longer than a year. May be of any 
duration, but normally the period 
is 2–10 years.

Occur during a year

Periodicity Do not ordinarily exhibit regular 
periodicity, as successive cycles 
vary widely in timing, amplitude 
and pattern.

Exhibit regular periodicity

Fluctuations Result from a different set of causes No fluctuations
Effect of factors The periods of prosperity, decline, 

depression and improvement, 
viewed as four phases, are 
generated by factors other than 
weather, social customs and those 
that create seasonal patterns.

Affected by factors such as 
weather, social customs and 
those that create seasonal 
patterns

Time (years)

Irregular variations
Y-axis

0 X-axis

FIGURE 14.6
Irregular variations.
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  For example, we can compare the growth in the steel industry with growth in the 
economy as a whole or with the growth in other industries, or we can compare the 
growth in one firm of the steel industry with the growth in the industry as a whole.

 2. To enable us to eliminate trend in order to study other elements.
  The elimination of trend leaves us with seasonal, cyclical and irregular factors.

Methods for determining trend

 1. Freehand or graphic method
 2. Semi-average method
 3. Moving average method
 4. Method of least squares

14.7.1 Freehand or Graphic Method of Measuring Trend

Using this method, the given data are plotted on graph paper, and a trend line is fitted to 
the data just by inspecting the graph of the series.

When a trend line is fitted by the freehand method, an attempt should be made to make 
it conform to the following conditions For example,

 1. It should be smooth – either a straight line or a combination of long gradual curves.
 2. The sum of the vertical deviations from the trend of the annual observations 

above the trend should equal the sum of the vertical deviations from the trend of 
the observations below the trend.

 3. The sum of the squares of the vertical deviations of the observations from the 
trend should be as small as possible.

 4. The trend should bisect the cycles so that the area above the trend equals that 
below the trend, not only for the entire series but for each full cycle. This condition 
cannot always be met fully, but an attempt should be made to observe it as closely 
as possible.

Exercise 

Fit a trend line to the data in Table 14.2 by the freehand method (Figure 14.7).

Solution

The trend line drawn by the freehand method can be extended to predict future values. 
However, since the freehand curve fitting is too subjective, this method should not be 
used as a basis for predictions.

TABLE 14.2

Production of Zinc for 9 Years

Year 2004 2005 2006 2007 2008 2009 2010 2011 2012

Production of 
zinc (tonnes)

22 24 26 23 25 27 25 28 27
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Merits

 1. This is the simplest method of measuring trend.
 2. This method is very flexible in that it can be used regardless of whether the 

trend is a straight line or curve.
 3. A trend line drawn by a statistician experienced in computing trends and hav-

ing knowledge of the economic history of the concern or the industry under 
analysis may be a better expression of the secular movement than a trend fitted 
by the use of a rigid mathematical formula, which, while providing a good fit 
to the points, may have no other logical justification.

Limitations

 1. This method is highly subjective, because the trend line depends on the per-
sonal judgement of the investigator, and therefore, different persons may draw 
different trend lines from the same set of data.

 2. Since freehand curve fitting is subjective, it cannot have much value if it is 
used as a basis for predictions.

 3. Although this method appears simple and direct, in actuality, as experienced 
statisticians can verify, it is very time consuming to construct a freehand trend 
if a careful and conscientious job is done.

14.7.2 Semi-Average Method

When this method is used, the given data is divided into two parts, preferably with the 
same number of years. For example, if we are given data from 2000 to 2017, that is, over a 
period of 18 years, the two equal parts will be 9 years, that is, from 2000 to 2008 and from 
2008 to 2017. In the case of an odd number of years such as 7, 9 or 11, two equal parts can 
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be made simply by omitting the middle year. If data is given for 9 years from 2000 to 2008, 
the two equal parts will be from 2000 to 2003 and from 2005 to 2008; the middle year, 2004, 
will be omitted.

After the data has been divided into two parts, an average (arithmetic mean) of each part 
is obtained. We thus get two points. Each point is plotted at the midpoint of the class inter-
val covered by the respective part, and then the two points are joined by a straight line, 
which gives us the required trend line. The line can be extended downwards or upwards 
to get intermediate values or to predict future values.

Exercise 

Fit a trend line to the data in Table 14.3 by the method of semi-averages.

Solution

Since 7  years are given, the middle year will be left out, and an average of the first 
3 years and the last 3 years will be obtained.

The average of the first 3 years is

	
104 107 116

3
327

3
109

+ + = =
	

And the average of the last 3 years is

	
110 118 114

3
342
3

114
+ + = =

	

Thus, we get two points, 109 and 114, which will be plotted corresponding to their respec-
tive middle years, that is, 2008 and 2012. By joining these two points, we obtain the required 
trend line. The line can be extended and can be used either for prediction or for determin-
ing intermediate values.

The actual data and the trend line are shown in Figure 14.8.
When there are even numbers of years, such as 6, 8, 10 or 12, two equal parts can easily 

be formed and an average of each part obtained. However, when the average is to be cen-
tred, there will be a problem. For example, if the data relates to 2002, 2003, 2004 and 2005, 
the average will be centred corresponding to 1 July 2003, that is, in the middle of 2003 and 
2004.

Exercise

The sale of a commodity in tonnes varied from January 2015 to December 2015 as shown 
in Table 14.4.

Fit a trend line by the method of semi-averages.

TABLE 14.3

Sales of Firm P for 7 Years

Years 2007 2008 2009 2010 2011 2012 2013

Sales of Firm P 
(thousand 
units)

104 107 116 112 110 118 114
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Solution

Calculation of trend value by the method of semi-averages (Table 14.5)

	
Average of the first half tonnes= =1710
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FIGURE 14.8
Trend by the method of semi-averages.

TABLE 14.4

Sales of Commodity for 12 Months

290 310 290 290 280 250
240 240 230 210 220 210

TABLE 14.5

Calculation of Trend Value by the Method of Semi-Averages

Month Sales (Tonnes) Month Sales (Tonnes)

January 290
1710 (Total) of 
first 6 months

July 240
1350 (Total) of 
last 6 months

February 310 August 240
March 290 September 230
April 290 October 210
May 280 November 220
June 250 December 210
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Average of the second half tonnes= =1350

6
225

	

These two figures, namely, 285 and 225, will be plotted at the middle of their respective 
periods, that is, at the middle of March–April and of September–October 2015.

By joining these two points, we get a trend line that describes the given data (Figure 14.9).

Merits

 1. This method is simple to understand compared with the moving average 
method and the method of least squares.

 2. This is an objective method of measuring trend, as everyone who applies the 
method is bound to get the same result (leaving aside arithmetical mistakes).

Limitations

 1. This method assumes a straight-line relationship between the plotted points 
regardless of whether that relationship exists or not.

 2. If there are extremes in either half or both halves of the series, then the trend 
line is not a true picture of the growth factor.

14.7.3 Moving Average Method

When a trend is to be determined by the method of moving averages, the average value 
for a number of years (or months or weeks) is secured, and this average is taken as the 
normal or trend value for the unit of time falling at the middle of the period covered in the 
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calculation of the average. The effect of the averaging is to give a smoother curve, lessening 
the influence of the fluctuations that pull the annual figures away from the general trend.

Selection of period
While applying this method, it is necessary to select a period for the moving average, such 
as 3-yearly, 5-yearly or 8-yearly moving average.

The period of moving average is to be decided in the light of the length of the cycles. 
Since the moving average method is most commonly applied to data that is characterised 
by cyclical movements, it is necessary to select a period for moving average that coincides 
with the length of the cycle; otherwise, the cycle will not be entirely removed. This danger 
is more severe the shorter the time period represented by the average.

When the period of moving average and the period of the cycle do not coincide, the mov-
ing average will display a cycle that has the same period as the cycle in the data.

Often, we find that the cycles in the data are not of uniform length. In such a case, we 
should take a moving average period equal to or somewhat greater than the average period 
of the cycle in the data. Ordinarily, the necessary period will range between 3 and 10 years 
for general business series, but even longer periods are required for certain types of data.

The formula for a 3-yearly moving average will be

	
a b c b c d c d e d e f+ + + + + + + + …

3 3 3 3
, , ,

	

and for a 5-yearly moving average

	
a b c d e b c d e f c d e f g+ + + + + + + + + + + + …

5 5 5
, ,

	

Exercise

Find the trend of bank clearances by the method of moving average (assume a 5-yearly 
cycle) (see Table 14.6).

Solution

Calculation of trend values by the method of moving averages (Table 14.7).

Exercise

Calculate 5-yearly and 7-yearly averages for the data of number of commercial indus-
trial failures in a country during 2000–2015 (Table 14.8).
Also plot the actual and trend values on a graph.

TABLE 14.6

Bank Clearances for 13 Years

Year 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Bank 
clearances 
(Crores of Rs.)

53 79 76 66 69 94 105 87 79 104 97 92 101
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Solution

Calculation of 5-yearly and 7-yearly moving average (Table 14.9)

Even Period and Moving Average

If the moving average is an even-period moving average, say, 4-yearly or 6-yearly, the 
moving total and moving average, which are placed at the centre of the time span from 
which they are computed, fall between two time periods.

This placement is inconvenient, since the moving average so placed would not coin-
cide with an original time period. We, therefore, synchronise moving averages and 
original data. This process is called centring and always consists of taking a two-period 
moving average of the moving averages.

Exercise

Work out the centred 4-yearly moving average for the data in Table 14.10.

Solution

Calculation of the centred 4-yearly moving average (Table 14.11).

Exercise

Assume a 4-yearly cycle, calculating the trend by the method of moving averages from 
the data in Table 14.12 relating to the production of tea in India.

TABLE 14.7

Calculation of Trend Values by the Method of Moving 
Averages

Year
Bank Clearances 

(Rs. Crores)
5-Yearly 

Moving Totals
5-Yearly Moving 

Averages

2000 53 — —
2001 79 — —
2002 76 343 68.6
2003 66 384 76.8
2004 69 410 82.0
2005 94 421 84.2
2006 105 434 86.8
2007 87 469 93.8
2008 79 472 94.4
2009 104 459 91.8
2010 97 473 94.6
2011 92 — —
2012 101 — —

TABLE 14.8

Number of Commercial Industrial Failures in a Country during 2000–2015

Year 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

No. of 
failures

23 26 28 32 20 12 12 10 9 13 11 14 12 9 3 1
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TABLE 14.10

Tonnage of Cargo Cleared for 12 Years

Year 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

Tonnage 
of cargo 
cleared

1102 1250 1180 1340 1212 1317 1452 1549 1586 1476 1624 1586

TABLE 14.11

Calculation of Centred 4-Yearly Moving Average

Year

Tonnage of 
Cargo 

Cleared

4-Yearly 
Moving 

Total

4-Yearly 
Moving 
Average

4-Yearly 
Centred 
Moving 
Average

2002 1102 — — —
2003 1250 ← 4872 1218.00 —
2004 1180 ← 4982 1245.50 ← 1213.75
2005 1340 ← 5049 1262.25 ← 1253.87
2006 1212 ← 5321 1330.25 ← 1296.25
2007 1317 ← 5530 1382.50 ← 1356.37
2008 1452 ← 5904 1476.00 ← 1429.25
2009 1549 ← 6063 1515.75 ← 1495.87
2010 1586 ← 6235 1558.75 ← 1537.25
2011 1476 ← 6272 1568.00 ← 1563.37
2012 1624 — — —
2013 1586 — — —

TABLE 14.9

Calculation of 5-Yearly and 7-Yearly Moving Average

Year
No. of 

Failures

5-Yearly 
Moving 

Total

5-Yearly 
Moving 
Average

7-Yearly 
Moving 

Total

7-Yearly 
Moving 
Average

2000 23 — — — —
2001 26 — — — —
2002 28 129 25.8 or 26 — —
2003 32 118 23.6 = 24 153 21.9 or 22
2004 20 104 20.8 = 21 140 20.0 = 20
2005 12 86 17.2 = 17 123 17.6 = 18
2006 12 64 12.6 = 13 108 15.4 = 15
2007 10 56 11.2 = 11 87 12.4 = 12
2008 9 55 11.0 = 11 81 11.6 = 12
2009 13 57 11.4 = 11 81 11.6 = 12
2010 11 59 11.8 = 12 78 11.1 = 11
2011 14 59 11.8 = 12 71 10.1 = 10
2012 12 42 9.8 = 10 63 9.0 = 9
2013 9 39 7.9 = 8 — —
2014 3 — — — —
2015 1 — — — —
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Solution

Calculation of trend by the moving average method (Table 14.13).

Merits

 1. This method is simple as compared with the method of least squares.
 2. It is a flexible method of measuring trend for the reason that if a few more 

figures are added to the data, the entire calculations are not changed – we only 
get some more trend values.

 3. If the period of moving average happens to coincide with the period of 
cyclical fluctuations in the data, such fluctuations are automatically 
eliminated.

 4. The moving average follows the general movements of the data, and its shape 
is determined by the data rather than the statistician’s choice of a mathematical 
function.

 5. It is particularly effective if the trend or a series is very irregular.

Limitations

 1. Trend values cannot be computed for all the years. The longer the period of 
moving average, the greater the number of years for which trend values cannot 
be obtained.

 2. Great care has to be exercised in selecting the period of moving average. No 
hard and fast rules are available for the choice of the period, and one has to use 
one’s own judgement.

 3. Since the moving average is not represented by a mathematical function, this 
method cannot be used in forecasting, which is one of the main objectives of 
trend analysis.

TABLE 14.12

Production of Tea in India for 10 Years

Year 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

Production 
of tea 
(tonnes)

464 515 518 467 502 540 557 571 586 612

TABLE 14.13

Calculation of Trend by the Moving Average Method

Year
Production 

(Tonnes)
4-Yearly 

Moving Total
4-Yearly 
Average

4-Yearly Moving 
Average Centred

2004 464 — — —
2005 515 ←1964 491.0
2006 518 ←2002 500.50 ←495.7
2007 467 ←2027 506.75 ←503.6
2008 502 ←2066 516.50 ←511.6
2009 540 ←2170 542.50 ←529.5
2010 557 ←2254 563.50 ←553.0
2011 571 ←2326 581.50 ←572.5
2012 586 — — —
2013 612 — — —
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 4. Theoretically, we say that if the period of moving average happens to coin-
cide with the period of the cycle, the cyclical fluctuations are completely elimi-
nated, but in practice, since the cycles are by no means perfectly periodic, the 
lengths of the various cycles in any given series will usually vary considerably, 
and, therefore, no moving average can completely remove the cycle.

 5. When the trend situation is not linear (a straight line), the moving average lies 
either above or below the true sweep of the data. Consequently, the moving 
average is appropriate for trend computations only when

 a. The purpose of investigation does not call for current analysis or forecasting
 b. The trend is linear
 c. The cynical variations are regular in both period and amplitude.

Unfortunately, these conditions are encountered very infrequently.

14.7.4 The Method of Least Squares

This method is most widely used in practice. It is a mathematical method, and with its 
help a trend line is fitted to the data in such a manner that the following two conditions 
are satisfied.

 1. Σ Y Ye−( ) = 0

  That is, the sum of deviations of the actual values of Y and the computed values 
of Y is zero.

 2. Σ Y Y is leaste−( )2

  That is, the sum of the squares of the deviations of the actual and computed 
values is least from this line. That is why this method is called the method of least 
squares. The line obtained by this method is known as the line of best fit.

  This method of least squares may be used to fit either a straight-line trend or a 
parabolic trend.

The straight-line trend is represented by the equation

	 Y a bXe = + 	

where:
 Ye = Used to designate the trend values to distinguish them from actual Y values.
 a = Y-intercept or the value of the Y variable when X = 0.
 b = The slope of the line, or the amount of change in the Y variable that is associated 

with a change of one unit in the X variable.
 X = Variable in time series analysis representing time.

Important points for fitting of straight-line trend by the least-squares method

 1. Select year as origin.
 2. Decide unit of time represented by X, such as half year, 1 year or 5 years.
 3. Decide type of units measured by Y, such as production (in tonnes quintals etc.), 

sales (in rupees, dollars, pounds, etc.), prices (in rupees, dollars, pounds, etc.) and 
employment of workers (in thousands, lakhs, crores etc.).
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Calculation of constants a and b

The values of the constants a and b are determined by solving the following two normal 
equations:

	 Σ ΣY Na b X= +  (14.1)

	 Σ Σ ΣXY a X b X= + 2
 (14.2)

where:
 N = Number of years (months or any other period) for which data is given
 Equation 14.1 = Nearly the summation of the given function
 Equation 14.2 = The summation of X multiplied into the given function
 a = Arithmetic mean of Y
 b = Rate of change

We can measure the variable X from any point of time as the origin, such as the first year. 
But the calculations are very much simplified when the midpoint in time is taken as the 
origin, because in that case, the negative values in the first half of the series balance out the 
positive values in the second half, so that ΣX = 0.

In other words, the time variable is measured as a deviation from its mean.
Since ΣX = 0, Equations 14.1 and 14.2 would take the form

	 ΣY Na= 	

	 Σ ΣXY b X= 2
 (14.3)

Now, the values of a and b can be determined easily.
Since ∑ =Y Na

	
∴ = =a

Y
N

Y
Σ

	

Since Σ ΣXY b X= 2

	
∴ =b

XY
X

Σ
Σ 2

	

The constant a gives the arithmetic means of Y, and the constant b indicates the rate of 
change.

Note:

 1. In the case of an odd number of years, when the deviations are taken from 
the middle year, ΣX will always be zero, provided there is no gap in the data 
given.
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 2. In the case of an even number of years, ΣX will be zero if the X origin is placed 
midway between the two middle years.

For example, if the years are 2011, 2012, 2013, 2014, 2015 and 2016, we can take deviations 
from the middle year, 2013.5. Thus,

 1. The deviations would be −2.5, −1.5, −0.5, +0.5, +1.5 and +2.5 for the various years 
and

 2. The total ΣX would be zero.

Hence, in both odd as well as even numbers of years, we can use the simple procedure 
of determining the values of the constants a and b.

Exercise

Table 14.14 shows the figures of production (in thousands of maunds) of a sugar factory.

 1. Fit a straight-line trend to these figures.
 2. Plot these figures on a graph and show the trend line.

Solution

 1. Fitting the straight-line trend (Table 14.15)/
 The equation of the straight-line trend is

	 Y a bXe = + 	

TABLE 14.14

Production of a Sugar Factory

Year 2010 2011 2012 2013 2014 2015 2016

Production 
(thousand 
maunds)

80 90 92 83 94 99 92

TABLE 14.15

Fitting the Straight-Line Trend

Year

Production 
(Thousand 

Maunds) (Y) X XY X2
Trend 

values (Ye) 

2010 80 −3 −240 9 84
2011 90 −2 −180 4 86
2012 92 −1 −92 1 88
2013 83 0 0 0 90
2014 94 1 94 1 92
2015 99 2 198 4 94
2016 92 3 276 9 96
N = 7 ΣY = 630 ΣX = 0 ΣXY = 56 ΣX2 = 28 Ye = 630
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Since ΣX = 0,

	
a

Y
N

b
XY
X

= =Σ Σ
Σ

, 2
	

Here, ΣY = 630, N = 7, ΣXY = 56, ΣX2 = 28

	
∴ = = =a

Y
N
Σ 630

7
90

	

And

	
b

XY
X

= = =Σ
Σ 2

56
28

2
	

Hence, the equation of the straight-line trend is

	 Y Xe = +90 2 	

 Origin, 2013
 X units, one year
 Y units, production in thousands of maunds

 For X = −3, Y0 = 90 + 2 (−3) = 84

 For X = −2, Y0 = 90 + 2 (−2) = 86

 For X = −1, Y0 = 90 + 2 (−1) = 88

 Similarly, by putting X = 0, 1, 2, 3, we can obtain other trend values. However, 
since the value of b is constant, only the first trend value need be obtained, and 
then, if the value is positive, we may continue adding the value of b to every 
preceding value.

 2. The graph of this data is shown in Figure 14.11.

 For example, in the above case, for 2013, it will be 86+2 = 88, and so on. If b is nega-
tive, then instead of adding, we will deduct.

Exercise

Apply the method of least squares to obtain the trend values from the following data 
and show that Σ(Y–Ye) = 0 (Table 14.16).

Also, predict the sales for the year 2014.

Solution

Calculation of trend values by method of least squares (Table 14.17).
The equation of the straight-line trend is

	 Y a bXe = + 	
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TABLE 14.16

Data of Sales for 5 Years

Year 2004 2005 2006 2007 2008

Sales (tonnes) 100 120 110 140 80
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FIGURE 14.11
Linear trend by the method of least squares.
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Trend by the method of moving averages.
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Since ΣX = 0

	
a

Y
N

b
XY
X

= =Σ Σ
Σ

, 2
	

	 ΣY = 550, N = 5, ΣXY = −20, ΣX2 = 10

Substituting the values

	
a b= = = − = −550

5
110

20
10

2
	

The required equation is

	 Ye = −110 2X 	

For X = −2, Ye = − −( ) =110 2 2 114
Now, the other trend values will be obtained by deducting the value of b from the 

preceding value. Thus, for 2005, the trend value will be 114 − 2 = 112 (since the value of b 
is negative). For 2014, likely sales = 94 tonnes (since X would be +8 for 2014).

Exercise

Fit a straight-line trend by the method of least squares to the data in Table  14.18. 
Assuming that the same rate of change continues, what would be the predicted earn-
ings for the year 2012?

TABLE 14.17

Calculation of Trend Values by Method of Least Squares

Year Sales (Y)

Deviations 
from 

Middle 
Year (X) XY X2 Ye (Y – Ye)

2004 100 −2 −200 4 114 −14
2005 120 −1 −120 1 112 +18
2006 110 0 0 0 110 0
2007 140 1 140 1 108 32
2008 80 2 160 4 106 −26
N = 5 ΣY = 550 ΣX = 0 ΣXY = −20 ΣX2 = 10 Σ Ye  = 0 Σ(Y – Ye) = 0

TABLE 14.18

Earnings (Rs. in Thousands) for 8 Years

Year 2003 2004 2005 2006 2007 2008 2009 2010

Earnings 
(Rs. in 
thousands)

38 40 65 72 69 60 87 95
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Solution

Fitting of straight-line trend by the method of least squares (Table 14.19)

	 Y a bXc = + 	

	
a

Y
N

= = =Σ 526
8

65 75.
	

	
b

XY
X

= = =Σ
Σ 2

616
168

3 66.
	

	 Y 65 75 3 66X= +. . 	

For 2012, X will be +11.
When X is +11, Y will be

	

Y 65 75 3 66 11

65 75 4 37 1 6

= + ( )
= + =

. .

. . .0 0 	

Thus, the estimated earnings for the year 2012 are Rs. 106.12 thousands.

Note:

The same result will be obtained if we do not multiply the deviations by 2. But in that 
case, our computations would be more difficult, as seen here (Table 14.20):

	
a

Y
N

= = =Σ 526
8

65 75.
	

	
b

XY
X

= = =Σ
Σ 2

308
48

7 33.
	

TABLE 14.19

Fitting of Straight-Line Trend by the Method of Least Squares

Year

Earnings 
(in Thousands) 

(Y)
Deviations 
from 2006.5

Deviations 
Multiplied 

by 2 (X) XY X2

2003 38 −3.5 −7 −266 49
2004 40 −2.5 −5 −200 25
2005 65 −1.5 −3 −195 9
2006 72 −0.5 −1 −72 1
2007 69 0.5 1 69 1
2008 60 1.5 3 180 9
2009 87 2.5 5 435 25
2010 95 3.5 7 665 49
N = 8 ΣY = 526 ΣX = 0 ΣXY = 616 ΣX2 = 168
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The advantage of this method is that the value of b gives an annual increment of change 
rather than six monthly increments, as in the first method. Hence, we will not have to 
double the value of b to obtain a yearly increment. It is clear from this problem that in the 
first case, the value of b is half of what we obtain from the second method (b was 3.66 in 
the first case and 7.33 in the second case).

Exercise

The figures of production (in thousands of maunds) of a sugar factory are given in 
Table 14.21.

 1. Fit a straight line by the least-squares method, and tabulate the trend values.
 2. Eliminate the trend. What components of the time series are thus left over?
 3. What is the monthly increase in the production of sugar?

Solution

 1. The equation of the straight-line trend is

	 Y a bXe = + 	

 Since ΣX is not zero, the values of a and b will be obtained directly by solving 
the following two normal equations (Table 14.22):

	 Σ ΣY Na b X= + 	 (14.4)

	 Σ Σ ΣXY a X b X= + 2
	 (14.5)

TABLE 14.20

Fitting of Straight-Line Trend by the Method of Least Squares

Year

Sales 
(Thousands 

of Rupees) (Y)
Deviations 

from 2006.5 (X) XY X2

2003 38 −3.5 −133.00 12.25
2004 40 −2.5 −100.00 6.25
2005 65 −1.5 −97.50 2.25
2006 72 −0.5 −36.00 0.25
2007 69 0.5 34.50 0.25
2008 60 1.5 90.00 2.25
2009 87 2.5 217.50 6.25
2010 95 3.5 332.50 12.25
N = 8 ΣY = 526 ΣX = 0 ΣXY = 308 ΣX2 = 42.00

TABLE 14.21

Production of a Sugar Factory

Year 2004 2005 2006 2007 2008 2009 2010

Production (thousands 
of maunds)

77 88 94 85 91 98 90
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	 623 7a b= + 	 (14.6)

	 159 a 51b= + 	 (14.7)

 Multiplying Equation 14.7 by 7, we get

	 1113 7a 357b= + 	 (14.8)

 Deducting Equation 14.8 from Equation 14.6,

	 − = −49 356b0 	

	
b = =490

356
1 38.

	

 Substituting the value of b in Equation 14.6,

	

623 7a 1 38

7a 623 1 38 621 62

A 88 8 3

= +

= − =

=

.

. .

. 0 	

 So, the equation of the straight-line trend is

	 Y 88 8 3 1 38X= +. .0 	

 When

	

X 4 Y 88 8 3 1 38 4

88 8 3 5 52 83 283

= − = + −( )
= − =

, . .

. . .

0

0 	

TABLE 14.22

Fitting of Straight-Line Trend by the Method of Least Squares

Year
Production

(Y)

Taking 
2007 as 

Origin (X) XY X2

Trend 
Values 

(Ye) Y – Ye

2004 77 −4 −308 16 83.283 −6.283
2005 88 −2 −176 4 86.043 1.957
2006 94 −1 −94 1 87.423 6.577
2007 85 0 0 0 88.803 −3.803
2008 91 1 91 1 93.183 0.817
2009 98 2 196 4 91.563 6.437
2010 90 5 450 25 95.703 −5.703
N = 7 ΣY = 623 ΣX = 1 ΣXY = +159 ΣX2 = 51 ΣYe = 623 Σ(Y – Ye) = 0
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 When

	

X 2 Y 88 8 3 1 38 2

88 8 3 2 76 86 43

= − = + −( )
= − =

, . .

. . .

0

0 0 	

 When X 1 Y 88 8 3 1 38 87 428= − = − =, . . .0
 When X 1 Y 88 8 3 1 38 9 183= = + =, . . .0 0
 When X 2 Y 88 8 3 1 38 2 91 563= = + ×( ) =, . . .0
 When X 5 Y 88 8 3 1 38 5 95 7 3= = + ×( ) =, . . .0 0

 2. After eliminating the trend, we are left with cyclical and irregular variations.
 3. The monthly increase in the production of sugar is b/12, that is, 1.38/12 = 0.115 

thousands of maunds.

Merits

 1. This is a mathematical method of measuring trend, and as such, there is no 
possibility of subjectiveness.

 2. The line obtained by this method is called the line of best fit because it is this line 
from where the sum of the positive and negative deviations is zero and the sum of 
the square of the deviations is least; that is, Σ Y Y−( )e  = 0 and Σ Y e−( )Y

2
 is least.

Limitations

Mathematical curves are useful to describe the general movement of a time series, but it is 
doubtful whether any analytical significance should be attached to them, except in special 
cases. It is seldom possible to justify on theoretical grounds any real dependence of a vari-
able on the passage of time. Variables do change in a more or less systematic manner over 
time, but this can usually be attributed to the operation of other explanatory variables.

Mathematical methods of fitting trend are not foolproof; in fact, they can be the source 
of some of the most serious errors that are made in statistical work. They should never 
be used unless rigidly controlled by a separate logical analysis.

14.8 Second-Degree Parabola

The simplest example of the non-linear trend is the second-degree parabola, the equation 
of which is written in the form

	 Y a bX cXc = + + 2
	

When numerical values for a, b and c have been derived, the trend value for any year may 
be computed by substituting in the equation the value of X for that year. The values of a, b 
and c can be determined by solving the following three normal equations simultaneously:

	

a Y Na b X c X

b XY a X b X c X

c X Y a X b X c X

( ) = + +

( ) = + +

( ) = + +

Σ Σ Σ

Σ Σ Σ Σ

Σ Σ Σ Σ

2

2 3

2 2 3 44
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Note:

 1. The first equation is merely the summation of the given function.
 2. The second is the summation of X multiplied into the given function.

 3. The third is the summation of X2  multiplied into the given function.

When time origin is taken between two middle years, ΣX will be zero. In that case, the 
above equations are reduced to

	

a Y Na c X

b XY b X

c X Y a X c X

( ) = +

( ) =

( ) = +

Σ Σ

Σ Σ

Σ Σ Σ

2

2

2 2 4

	

The value of b can now directly be obtained from Equation (b) and that of a and c by 
solving (a) and (b) simultaneously. Thus,

	

a
Y c X

N

b
XY
X

c
N X Y X Y

N X X

=
( ) − ( )

=

=
( ) − ( ) ( )

( ) − ( )

Σ Σ

Σ
Σ

Σ Σ Σ

Σ Σ

2

2

2 2

4 2 2

	

14.9 Measurement of Seasonal Variations

Most of the phenomena in economics and business show seasonal patterns. When data is 
expressed annually, there is no seasonal variation. However, monthly or quarterly data fre-
quently exhibits strong seasonal movements, and considerable interest attaches to devis-
ing a pattern of average seasonal variation. For example, it is necessary to decide whether 
weekly, quarterly or monthly indexes are required. This will be decided in the light of the 
nature of the problem and the type of data available.

14.9.1 Seasonal Index

To obtain a statistical description of a pattern of seasonal variation, it will be desirable 
to first free the data from the effects of trend, cycles and irregular variations. Once these 
other components have been eliminated, we can calculate, in index form, a measure of 
seasonal variations, which is usually referred to as a seasonal index.
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14.9.2 Criteria for Computing an Index of Seasonal Variation

 1. It should measure only the seasonal forces in the data. It should not be influenced 
by the forces of trend or cycle that may be present.

 2. It should modify the erratic fluctuations in the data with an acceptable system of 
averaging.

 3. It should recognise slowly changing seasonal patterns that may be present and 
modify the index to keep up with these changes.

14.9.3 Methods Used for Measuring Seasonal Variations

 1. Method of simple averages (weekly, monthly or quarterly).
 2. Ratio-to-trend method or percentage-to-trend method
 3. Ratio-to-moving average method or percentages of moving average method
 4. Link relative method

14.9.3.1 Method of Simple Averages (Weekly, Monthly or Quarterly)

This is the simplest method of obtaining a seasonal index.

 1. Steps for calculating the index:
 a. Arrange the unadjusted data by years and months (or quarters if quarterly 

data is given).
 b. Find the totals of January, February, March and so on.
  Divide each total by the number of years for which data is given. For exam-

ple, if we are given monthly data for 4 years, we first obtain the total for each 
month for 5 years and divide each total by four to obtain an average.

 c. Obtain an average of monthly averages by dividing the total of monthly aver-
ages by 12.

 d. Taking the average of monthly averages as 100, compute the percentages of 
various monthly averages as follows:

Seasonal index for January

	
= ×Monthly average for January

Average of monthly averages
100

	

Note:
If, instead of the average of each month, the totals of each month are obtained, we will get 
the same result.

Exercise

Consumption of monthly electric power in millions of kilowatt hours for street lighting 
in the United States during 2011–2015 is given in Table 14.23.

Find the seasonal variations by the method of monthly averages.
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Solution

Calculation of seasonal indices by the method of monthly averages (Table 14.24). The 
calculations in the table are explained as follows:

 1. Column 7 gives the total for each month for the 5 years.
 2. In Column 8, each total of Column 7 has been divided by 5 to obtain an average 

for each month.
 3. The average of monthly averages is obtained by dividing the total of monthly 

averages by 12.
 4. In Column 9, each monthly average has been expressed as a percentage of the 

average of monthly averages. Thus, the percentage for January

	
= × =367 8

316 7
100 116 1

.

.
.

	

TABLE 14.23

Monthly Consumption of Electric Power

Year Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec.

2011 348 281 278 250 231 216 223 245 269 302 325 347
2012 342 309 299 268 249 236 242 262 288 321 342 364
2013 367 328 320 287 269 251 259 284 309 245 367 394
2014 392 349 342 311 290 273 282 305 328 364 379 417
2015 420 378 370 334 314 296 305 330 356 396 422 452

TABLE 14.24

Calculation of Seasonal Indices by the Method of Monthly Averages

Month

Monthly Consumption of Electric Power Monthly 
Total for 
5 Years

5-Yearly 
Average Percentage2011 2012 2013 2014 2015

1 2 3 4 5 6 7 8 9
Jan. 318 342 367 392 420 1,839 367.8 116.1
Feb. 281 309 328 349 378 1,645 329.0 103.9
Mar. 278 299 320 342 370 1,609 321.8 101.6
Apr. 250 268 287 311 334 1,450 290.0 91.4
May 231 249 269 290 314 1,353 270.6 85.5
June 216 236 251 273 296 1,272 254.4 80.3
July 223 242 259 282 305 1,311 262.2 82.8
Aug. 245 262 284 305 330 1,426 285.2 90.0
Sept. 269 288 309 328 356 1,550 310.0 98.0
Oct. 302 321 245 364 396 1,728 345.6 109.1
Nov. 325 342 367 379 422 1,845 369.0 116.6
Dec. 347 364 394 417 452 1,974 394.8 124.7
Total 19,002 3,800.4 1,200
Average 1,583.5 316.7 100
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Percentage for February

	
= × =329 0

316 7
100 103 9

.

.
.

	

Percentage for March

	
= × =321 8

316 7
100 101 6

.

.
.

	

And so on.
If, instead of monthly data, we are given weekly or quarterly data, we will compute 

weekly or quarterly averages by following the same procedure.

Merits

This method is the simplest of all methods of measuring seasonality.

Limitations

 1. It is not a very good method. It assumes that there is no trend component in 
the series, that is, computation of seasonal indices (CSI) = 0. But this is not a 
justified assumption.

 2. Most economic series have trends, and, therefore, the seasonal index computed 
by this method is actually an index of trends and seasonality.

 3. The effects of cycles on the original values may or may not be eliminated by 
the averaging process. This depends on the duration of the cycle and the term 
of the average, that is, on the number of months included in the average. Thus, 
this method is seldom of any value. In its simplest form, the method only 
serves a purpose where no definite trend exists.

14.9.3.2 Ratio-to-Trend Method or Percentage-to-Trend Method

This method of calculating a seasonal index is relatively simple and yet an improvement 
over the method of simple averages. It is based on the multiplicative model of time series 
analysis. It assumes that seasonal variation for a given month or quarter is a constant frac-
tion of trend value. Random variations are assumed to disappear when ratios are changed.

Seasonal variation for a given month is a constant fraction of trend. The ratio-to-trend 
presumably isolates the seasonal factor in the following manner. Trend is eliminated when 
the ratios are computed. In effect,

	
T S C I

T
S C I

× × × = × ×
	

where:
 T = trend
 S = seasonal component
 C = cyclical component
 I = irregular component

Random elements are supposed to disappear when the ratios are averaged. A careful 
selection of the period of years used in the computation is expected to cause the influences 
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of prosperity or depression to offset each other and thus remove the cycle. For series that 
are not subject to pronounced cyclical or random influences and for which trend can be 
computed accurately, this method may suffice.

Steps in the calculation of a seasonal index

 1. Trend values are obtained by applying the method of least squares.
 2. The next step is to divide the original data month by month by the corresponding 

trend values and to multiply these ratios by 100. 
 3. The values so obtained are now free from trend and the problem that remains is 

to free them also of irregular and cyclical movements.
 4. In order to free the values from irregular and cyclical movements, the figures 

given for the various years for January, February, March and so on are averaged 
with any one of the usual measures of central value, for instance, the median or 
the mean. If the data are examined month by month, it is sometimes possible to 
ascribe a definite cause to usually high or low values.

 5. The seasonal index for each month is expressed as a percentage of the average 
month. The sum of 12 values must equal 1200 or 100%. If it does not, an adjust-
ment is made by multiplying each index by a suitable factor (1200/the sum of the 
12 values). This gives the final seasonal index.

Exercise

Compute seasonal variations by the ratio-to-trend method from the information given 
in Table 14.25.

Solution

For determining seasonal variation by the ratio-to-trend method, first we will deter-
mine the trend for yearly data and then convert it to quarterly data (Table 14.26).

	

a
y

N

b
xy
x

= = =

= = =

Σ

Σ
Σ

170
5

34

100
10

102 	

Calculation of quarterly trend values

	
Quarterly increment

Yearly increment= = =
4

10
4

2 5.
	

TABLE 14.25

Quarterly Data for 5 Years

Year Quarter I Quarter II Quarter III Quarter IV

2010 10 12 18 20
2011 20 23 27 30
2012 24 26 32 38
2013 38 42 48 52
2014 46 54 56 64
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Consider 2010. The trend value for the middle quarter that is half of 2nd and half of 
3rd is 14. So, the trend value of the 2nd quarter will be

	
14

2 5
2

14 1 25 12 75− = − =.
. .

	

For the third quarter, it will be

	
14

2 5
2

14 1 25 15 25+ = + =.
. .

	

For the first quarter, it will be

	 12 75 2 5 10 25. . .− = 	

For the fourth quarter, it will be

	 15 25 2 5 17 75. . .+ = 	

Quarterly trend values (Table 14.27)

The given values are to be expressed as the percentages of the corresponding trend 

values = O
T

×100  (Table 14.28)

The average of quarterly average of trend figures:

	
92 32 95 05 104 64 108 23

4
400 24

4
100 06

. . . . .
.

+ + + = =
	

Quarterly seasonal index

For Q Iuarter = × =92 32
100 06

100 92 26
.
.

.

For Q IIuarter = × =95 05
100 06

100 94 99
.
.

.

TABLE 14.26

Calculation of Trend by Method of Least Squares

Year
Yearly 
Total

Yearly 
Average 

(y) x xy X2 Y = a bx
Trend 
Value

2010 60 15 −2 −30 4 34 + 10(−2) 14
2011 100 25 −1 −25 1 34 + 10(−1) 24

2012 120 30 0 0 0 34 + 10(0) 34
2013 180 45 1 45 1 34 + 10(1) 44
2014 220 55 2 110 4 34 + 10(2) 54
Total ∑y = 170 ∑Xy = 100 ∑X2 = 10 170
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For Quarter III = × =104 64
100 06

100 104 58
.
.

.

For Quarter IV = × =108 23
100 06

100 108 17
.
.

.

Merits

 1. The method is more logical and useful.
 2. The method considers all the values.
 3. When the period of study is short, this method is more useful to obtain sea-

sonal indices.
 4. It has an advantage over the moving average procedure too, for it has a ratio-to-

trend value for each month for which data are available. Thus, there is no loss 
of data, as occurs in the case of moving averages.

 5. It is simple to compute and easy to understand.

Limitations

If there are pronounced cyclical swings in the series, the trend, whether a straight line or 
a curve, can never follow the actual data as closely as a 12-month moving average does. 
In consequence, a seasonal index computed by the ratio-to-moving-average method 
may be less biased than one calculated by the ratio-to-trend method.

14.9.3.3 Ratio-to-Moving Average Method or Percentages of Moving Average Method

This is the most widely used method of measuring seasonal variations.

TABLE 14.27

Calculation of Quarterly Trend Values

Year Quarter I Quarter II Quarter III Quarter IV Total

2010 10.25 12.75 15.25 17.75 56
2011 20.25 22.75 25.25 27.75 96
2012 30.25 32.75 35.25 37.75 136
2013 40.25 42.75 45.25 47.75 176
2014 50.25 52.75 55.25 57.75 216
Total 680

TABLE 14.28

Given Quarterly Values as Percentage of Trend Values

Year Quarter I Quarter II Quarter III Quarter IV

2010 10
10 25

100 97 56
.

.× =
94.12 118.03 112.67

2011 98.76 101.10 106.93 108.11
2012 79.33 79.39 90.78 100.66
2013 94.41 98.25 106.08 108.90
2014 91.54 102.37 101.36 110.80
Total 461.60 475.23 523.18 541.14
Average 92.32 95.05 104.64 108.23
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Steps

 1. Eliminate seasonality from the data by ironing it out of the original data. Since 
seasonal variations recur every year, that is, since the fluctuations have a time 
span of 12 months, a centred 12-month moving average tends to eliminate these 
fluctuations.

 2. Express the original data for each month as a percentage of the centred 12-month 
moving average corresponding to it.

 3. Divide each monthly item of the original data by the corresponding 12-month 
moving average, and list the quotients as ‘percent of moving average’.

 4. By using the median as an average, we can obtain the typical seasonal relative for 
each month, which will not be affected by irregular factors.

  Sometimes, a so-called modified mean is used as an average for each month. 
Here, extreme values are omitted before the arithmetic mean is taken. In any 
array of seasonal relatives for each month, a value, or several values, on one 
end or both ends that may be relatives is taken. A separate table is prepared, in 
which the calculations involved in this step are shown. These means are prelimi-
nary seasonal indexes. They should average 100% or total 1200 for 12 months by 
definition.

 5. If the total is not equal to 1200 or 100%, an adjustment is made to eliminate the 
discrepancy. The adjustment consists of multiplying the average of each month 
obtained in Step 4 by

	
1200

12the total of the modified mean for months 	

This adjustment is made not only to achieve accuracy, but also because when we come 
to eliminate seasonality from the original data, we do not wish to raise or lower the level 
of the data unduly. Thus, if a seasonal index aggregates more than 1200 (or averages more 
than 100), the original data adjusted in terms of the index will total less than the unad-
justed original data. If it totals less than 1200, the opposite will be true.

The logical reasoning behind this method follows from the fact that the 12-month mov-
ing average can be considered to represent the influence of cycle and trend (C × T). If 
the actual value for any month is divided by the 12-month moving average centred to 
that month, presumably cycle and trend are removed. This may be represented by the 
expression

	
T S C I

T C
S I

× × ×
×

= ×
	

Thus, the ratio to the moving average, from which this method gets its name, represents 
irregular and seasonal influences. If the ratios for each worked over a period of years are 
then averaged, most random influences will usually be eliminated. Hence, in effect,

	
S I

S
× =
1 	
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Merits

 1. This method is considered to be most satisfactory and, as such, is more widely 
used in practice than other methods.

 2. The index obtained by the ratio-to-moving average method ordinarily does not 
fluctuate as much as the index based on straight-line trends.

 3. Mathematical methods of avoiding the effects of the business cycle are not usu-
ally needed, for the 12-month moving average follows the cyclical course of the 
actual data quite closely. Therefore, the index ratios are often more representative 
of the data from which they are obtained than is the case in the ratio-to-trend 
method.

 4. Also, the ratio-to-moving average method allows greater flexibility.

Limitations

Seasonal indices cannot be obtained for each month for which data is available. When a 
12-month moving average is taken, 6 months at the beginning and 6 months at the end are 
left out, for which we cannot calculate seasonal indices.

14.9.3.4 Link Relative Method

Among all the methods of measuring seasonal variations, the link relative method is the 
most difficult.

Steps

 1. Calculate the link relatives of the seasonal figures. Link relatives are calculated 
by dividing the figure of each season by the figure of the immediately preceding 
season and multiplying it by 100.

	

Current season s figure
Previous season s figure

’

’
×100

	

  There percentages are called link relatives since they link each month (or quarter 
or other time period) to the preceding one.

 2. Calculate the average of the link relatives for each season. While calculating the 
average, we might take the arithmetic average, but the median is probably better. 
The arithmetic average would give undue weight to extreme cases which were not 
due primarily to seasonal influences.

 3. Convert these averages into chain relatives on the basis of the first season.
 4. Calculate the chain relatives of the first season on the basis of the last season. 

There will be some difference between the chain relative of the first season and 
the chain relative calculated by the previous method (arithmetic average). This 
difference will be due to the effect of long-term changes. It is therefore, necessary 
to correct these chain relatives.

 5. For correction, the chain relative of the first season calculated by the first method 
is deducted from the chain relative (of the first season) calculated by the second 
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method (chain relatives). The difference is divided by the number of seasons. The 
resulting figure multiplied by 1, 2, 3 (and so on) is deducted from the chain rela-
tives of the second, third, fourth (and so on) seasons, respectively. These are cor-
rected chain relatives.

 6. Express the corrected chain relatives as percentages of their averages. These pro-
vide the required seasonal indices by the method of link relatives.

Exercise

Apply the method of link relatives to the data in Table  14.29 and calculate seasonal 
indices.

Solution

Calculation of seasonal indices by method of link relatives (Table 14.30).
In Table 14.30, the figure for correlation has been calculated as follows:

Chain relative of the first quarter
(on the basis of the first quarter) = 100
Chain relative of the first quarter
(on the basis of the last quarter)

TABLE 14.29

Quarterly Data for 5 Years

Quarter 2001 2002 2003 2004 2005

I 6.0 5.4 6.8 7.2 6.6
II 6.5 7.9 6.5 5.8 7.3
III 7.8 8.4 9.3 7.5 8.0
IV 8.7 7.3 6.4 8.5 7.1

TABLE 14.30

Calculation of Seasonal Indices by Method of Link Relative

Year Quarter I Quarter II Quarter III Quarter IV

2001
2002
2003
2004
2005

—
62.1
93.2
112.5
77.6

108.3
146.3
95.6
80.6
110.6

120.0
106.3
143.1
129.3
109.6

111.5
86.9
68.8
113.3
88.8

Arithmetic 
average

345 4
4

86 35
.

.= 541 4
5

108 28
.

.= 608 3
5

121 66
.

.= 469 3
5

93 86
.

.=

Chain 
relatives

100 100 108 28
100

108 28
× =.

.
121 66 108 28

100
131 7

. .
.

× = 93 86 131 7
100

123 6
. .

.
× =

Corrected 
chain 
relatives

100 108.28 − 1.675 = 106.605 131.70 − 3.35 = 128.35 123.6 − 5.025 = 118.575

Seasonal 
indices

100 106 28
113 385

100 93 73
.
.

.× = 128 35
113 385

100 113 2
.

.
.× = 118 575

113 385
100 104 6

.

.
.× =
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= × =86 35 123 6

100
106 7

. .
.

	

Difference between these chain relatives

	 = − =1 6 7 1 6 70 00. . 	

Difference per quarter

	
= =6 7

4
1 675

.
.

	

Adjusted chain relatives are obtained by subtracting 1 × 1.675, 2 × 1.675 and 3 × 1.675 
from the chain relatives of the second, third and fourth quarters, respectively.

Calculation of seasonal variations indices
Average of corrected chain relatives

	
= + + + = =100 106 605 128 35 118 575

4
435 54

4
113 385

. . . .
.

	

Seasonal variation index

	
= ×Correct chain relatives 100

113 85. 	

14.10 Summary

Some procedures for time series analysis have been described in this chapter with a view 
to making more accurate and reliable forecasts of the future. Quite often, the question 
that puzzles a person is how to select an appropriate forecasting method. Many times, the 
problem context or time horizon involved will decide the method or limit the choice of 
methods.

The decomposition method has been discussed. Here, the time series is broken up 
into seasonal, trend, cycle and random components from the given data and recon-
structed for forecasting purposes. A detailed example to illustrate the procedure is 
also given.

REVIEW QUESTIONS

 1. Give the meaning of time series.
 2. What are the components of time series?
 3. What do you mean by trend?
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 4. What do you understand by seasonal indices?
 5. What is irregular variation?
 6. What are the methods used for measuring trend?
 7. Define the method of least squares to measure trend.
 8. What are the methods used for measuring seasonal variations?
 9. Explain clearly the meaning of time series analysis. Indicate the importance of 

such analysis in business.
 10. What is a time series? Mention its important components. Explain these compo-

nents with examples. Discuss briefly the methods of smoothing a time series.
 11. a.  What are the different components of fluctuation in a time series? Elucidate the 

methods available for measuring the trend components and their relative merits 
and demerits.

  b.  What are the limitations and advantages of the moving averages method of 
trend fitting?

 12. What is trend? How would you find out the trend values by the method of least 
squares? Illustrate by a numerical example.

 13. Explain how a growth factor, a decline factor, a seasonal factor and a cyclical factor 
affect a variable over a period of time.

 14. What do you understand by the term moving average? Indicate its uses.
 15. What is a secular trend? Discuss any two methods of isolating trend values in a 

time series.
 16. What is meant by seasonal fluctuation? State the procedure for obtaining a sea-

sonal index by the method of monthly averages.
 17. Explain the different methods of measuring seasonal components in time-series 

data. How will you eliminate the seasonal components?

SELF-PRACTICE PROBLEMS

 1. Find the trend line by using the method of least squares and estimate the trend 
value for the year 2015.

Year 2008 2009 2010 2011 2012 2013
Production 30 60 40 70 50 65

 2. Fit a trend line by the method of least squares for the following data and estimate 
the trend value for the year 2016.

Year 2009 2010 2011 2012 2013 2014 2015
Sales 50 80 95 65 30 40 45

 3. Fit a trend line by the method of least squares for the following data:

Year 2007 2008 2009 2010 2011 2012 2013 2014 2015
Income 630 714 883 837 817 749 729 886 869
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 4. Fit a straight-line trend by the method of least squares to the following data and 
obtain the trend value for the year 2017:

Year 2004 2005 2006 2007 2008 2009

Production (Lakhs 
of tonnes)

3.6 3.8 4.4 4.7 5.6 7.3

Year 2010 2011 2012 2013 2014 2015
Production (Lakhs 
of tonnes)

7.1 7.6 7.7 9.0 9.0 10.1

  [Ans: Y = 6.66 + 0298x; Trend value for 1972 = 10.534]

 5. Compute the trend value by the method of least squares from the data given 
below:

Year 2008 2009 2010 2011 2012 2013 2014 2015

Number of 
goats (lakhs)

56 55 51 47 42 38 35 32

 [Ans: Y = 445–1.86x]

 6. Find trend values (mixed with cyclical movements, if any) from the following data 
of output, by the method of moving averages:

Year

Quarter 2012 2013 2014 2015

I 29 40 47 45
II 37 42 51 49
III 43 55 63 60
IV 34 43 53 48
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15
Research Methodology

15.1 Introduction

In the context of planning and development, the quality of the supporting research is 
of utmost importance. It is therefore necessary to design and adhere to an appropriate 
research methodology. The research methodology may differ from problem to problem, 
but the basic approach remains the same.

In the present fast-track business environment marked by cutthroat competition, many 
organisations rely on business research to gain a competitive advantage and greater 
market share. There is a need to generate confidence that the information/data obtained 
from a business unit will not be misused.

Good research is systematically structured with specified steps, to be taken in a speci-
fied sequence in accordance with a well-defined set of rules. Care should be taken that 
the systematic characteristics of research do not rule out creative thinking, but it certainly 
does reject the use of guessing and intuition in arriving at conclusions.

Good research is empirical, as it is related basically to one or more aspects of a real situation 
and deals with concrete data that provides a basis for external validity to research results.

Good research is replicable, as it allows research results to be verified by replicating the 
study and thereby building a sound basis for decisions.

Business research is the pursuit of truth with the help of study, observation, comparison 
and experiment. It is the search for knowledge through objective and systematic methods 
of finding solutions to a problem; to discover answers to questions through the application 
of scientific procedures; to find truth that is hidden and has not been discovered as yet; 
to gain familiarity with a phenomenon; and to portray accurately the characteristics of a 
particular individual, situation or group.

Research comprises the following:

 1. The definition and redefinition of problems
 2. The fountain of knowledge for the sake of knowledge, an important source provid-

ing guidelines for solving different business, governmental and social problems
 3. An art of formal training that enables one to understand the new developments in 

one’s field in a better way
 4. Search for knowledge; scientific and systematic search for pertinent information 

on a specific topic; the art of scientific investigation
 5. Careful investigation or inquiry, especially through the search for new facts in any 

branch of knowledge
 6. The systematised effort to gain new knowledge
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 7. A movement from the known to the unknown
 8. An original contribution to the existing stock of knowledge, making for its 

advancement

The business research problem is as follows:

 1. Scientific training in the methodology of research is lacking.
 2. Most business units do not have confidence that the material supplied by them 

to researchers will not be misused. They are often reluctant to supply the needed 
information to researchers. The concept of secrecy seems to be sacrosanct to busi-
ness organisations.

 3. This proves an impermeable barrier to researchers.
 4. Research studies overlapping one another are quite often undertaken for want of 

adequate information – this duplication of results fritters away resources.
 5. Research, to many researchers, is mostly a scissor-and-paste job, without any 

insight into the collated materials. Due to this, the research results quite often do 
not reflect the reality or realities.

 6. There is insufficient interaction between research departments and business 
establishments.

 7. There is no code of conduct for researchers; inter-university and interdepartmen-
tal rivalries are quite common.

 8. It is difficult to obtain adequate and timely secretarial assistance, which causes 
unnecessary delays in the completion of research studies.

 9. The management and functioning of libraries are not satisfactory in many 
places, and hence, much of the time and energy of researchers is spent in sourc-
ing books, journals, reports and so on, rather than in extracting relevant material 
from them.

 10. There is difficulty with timely availability of published data, that is, second-
ary data, as various government and other agencies are doing this job in our 
country.

Objective of Business Research: To determine the frequency with which something 
occurs or with which it is associated with something else and to test a hypothesis of a 
causal relationship between variables. To understand the market trends, find the opti-
mal marketing mix, devise effective human resources policies, or find the best investment 
options.

15.2 Types of Research

15.2.1 Application of Descriptive Research

This is used for descriptive studies, in which the researcher seeks to measure items such as 
frequency of shopping, preferences of people and so on. The methods of research used are 
survey methods of all kinds, comparative methods and co-relational methods.
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15.2.2 Analytical Research

The researcher has to use information that is already available, and analyse facts to make 
a critical evaluation of the material.

15.2.3 Applied Research

Its main purpose is to find a solution for an immediate problem facing a society or an 
industrial/business organisation and to discover a solution for some pressing practical 
problems. Examples include research studies concerning human behaviour carried out 
with a view to making generalisations about human behaviour, and research aimed at 
certain conclusions facing a concrete social or business problem.

15.2.4 Fundamental Research

This is concerned with generalisation and with the formulation of a theory: for example, 
research concerning natural phenomena or relating to pure mathematics.

15.2.5 Quantitative Research

This is based on the measurement of quantity or amount. It is applicable to phenomena 
that can be expressed in terms of quantity.

15.2.6 Attitude or Opinion Research

This is qualitative research designed to find out how people feel or what they think about 
a particular subject or institution.

15.2.7 Qualitative Research

This has importance in the behavioural sciences. Its aim is to discover the underlying 
motives of human behaviour. It analyses the various factors that motivate people to behave 
in a particular manner or make people like or dislike a particular thing.

15.2.8 Motivation Research

This is a type of qualitative research aimed at discovering underlying motives and desires, 
using in-depth interviews. It is concerned with the determination of motivations under-
lying consumer (market) behaviour. Techniques of research are word association tests, 
sentence completion tests and story completion tests.

15.2.9 Conceptual Research

This is related to abstract ideas or theory. It is mainly used by philosophers and thinkers 
to develop new concepts or to reinterpret existing ones.

15.2.10 Empirical Research

This relies on experience or observation alone. It is data-based research, coming up with 
conclusions that are capable of being verified by observation or experiment. It is necessary 
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to get at facts first-hand, at their source, and actively to go about doing certain things to 
stimulate the production of the desired information. Researchers must first provide them-
selves with a working hypothesis or guess as to the probable results. They then work to 
get enough facts (data) to prove or disprove this hypothesis. They then set up experimental 
designs which they think will manipulate the persons or the materials concerned so as to 
bring forth the desired information.

15.2.11 Descriptive Research or Ex Post Facto Research

This is an attempt by researchers to discover causes even when they cannot control the 
variables. Its main purpose is description of the state of affairs as it exists at present. 
Researchers have no control over the variables. They can only report what has happened 
or what is happening.

15.2.12 Categorical Research

Research is confined to a single time period.

15.2.13 Longitudinal Research

This is carried on over several time periods.

15.2.14 Field-Setting or Laboratory or Simulation Research

Laboratory research is conducted in a room or building equipped for scientific experimen-
tation. It attempts to investigate naturally occurring behaviours under controlled condi-
tions with manipulated variables.

15.2.15 Clinical or Diagnostic Research

This follows case-study methods or in-depth approaches to reach basic causal relations. 
Studies go deeply into the causes of things or events that interest us, using very small 
samples and very deeply probing data-gathering devices.

15.2.16 Exploratory Research

Its main objective is the development of hypotheses rather than their testing.

15.2.17 Formalised Research

Studies are those with substantial structure and with specific hypotheses to be tested.

15.2.18 Historical Research

This uses historical sources such as documents, remains and so on. It studies events 
or ideas of the past, including the philosophy of persons and groups at any remote point 
in time.
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15.2.19 Target-Oriented Research

Researchers are free to pick up a problem and redesign the inquiry as they proceed and 
prepare to conceptualise accordingly.

15.2.20 Decision-Oriented Research

This is for the needs of a decision maker. Researchers are not free to embark on research 
according to their own inclinations. For example, see Operation Research.

15.2.21 Operation Research

This is a scientific method of providing executive departments with a quantitative basis 
for decisions regarding operations under their control. It refers to the application of math-
ematical, logical and analytical techniques to the solution of business cost-minimisation, 
profit-maximisation or optimisation problems.

15.2.22 Market Research

This is the investigation of the structure and development of a market for the purpose of 
formulating efficient policies for purchasing, production and sales.

15.3 Types of Research Approach

15.3.1 Quantitative Approach

This involves the generation of data in quantitative form, which can be subjected to rigor-
ous quantitative analysis in a formal and rigid fashion.

15.3.2 Inferential Approach

This is carried out to form a data base from which to infer characteristics or relationships 
in a population. It means survey research, whereby a sample of the population is studied 
(questioned or observed) to determine its characteristics. Finally, it is inferred that the 
population has the same characteristics.

15.3.3 Experimental Approach

There is greater control over the research environment, and some variables are manipu-
lated to observe their effect on other variables.

15.3.4 Simulation Approach

Simulation is the imitation of the operation of a real-world process or system over time. 
Simulations aim to provide an experience as close to the ‘real thing’ as possible. It involves 
the construction of an artificial environment within which relevant information and data 
can be generated. It permits an observation of the dynamic behaviour of a system (or its 
subsystem) under controlled conditions. It is useful in building models for understanding 
future conditions.
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15.3.5 Qualitative Approach

This is concerned with subjective assessment of attitudes, opinions and behaviour. 
Techniques used are focus group interviews, projective techniques and depth interviews.

15.4 Benefits of Research

15.4.1 Benefits in Business and Industry

 1. Research provides the basis for nearly all government policies in our economic 
system: the plight of cultivators, the problems of distribution, the size and nature 
of defence services and so on.

 2. It collects information on the economic and social structure of the nation, which 
indicates what is happening in the economy and what changes are taking place.

 3. Research has special significance in solving various operational and planning 
problems of business and industry.

 4. It helps people in business and industry who are responsible for taking business 
decisions.

 5. Given knowledge of future demand, it is generally not difficult for a firm or an 
industry to adjust its supply schedule within the limits of its projected capacity.

 6. Research with regard to demand and market factors has great utility in business.
 7. A properly structured budget points out what aspects of the business produce 

money and which ones use it, which should drop some parts of the business, or 
expand others.

 8. Market analysis has become an integral tool of business policy these days.
 9. Once sales forecasting is done, efficient production and investment programmes 

can be set up, around which are grouped the purchasing and financing plans.

15.4.2 Benefits to Society

 1. It is important for social scientists in studying social relationships and in seeking 
answers to various social problems.

 2. It includes benefits to the activity, attitude, awareness, behaviour, capacity, oppor-
tunity, performance, policy, practice, process or understanding.

 3. A well-cultivated critical thinker gathers and assesses relevant information, using 
abstract ideas to interpret it effectively, and comes to well-reasoned conclusions 
and solutions, testing them against relevant criteria and standards.

15.4.3 Benefits for Professions, Philosophers and Thinkers

 1. The responsibility of research as a science is to develop a body of principles that 
make possible the understanding and prediction of the whole range of human 
interactions.

 2. Because of its social orientation, it is increasingly being looked to for practical 
guidance in solving immediate problems of human relations.
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 3. To those students who are to write a master’s or PhD thesis, research may mean 
careerism or a way to attain a high position in the social structure.

 4. To professionals in research methodology, research may mean a source of 
livelihood.

 5. To philosophers and thinkers, research may mean the development of new styles 
and creative work.

 6. To analysts and intellectuals, research may mean the development of new styles 
and creative work.

15.5 Contents of Research Plan

An example format for the report is shown in Figure 15.1.
Other formats for reports may be acceptable, but the method illustrated is a method of 

presentation that may be generally useful. Also, for some uses, parts of the report format 
that is given may not be applicable, or may appear in a different order, or combined with 
another part of the report.

15.5.1 Layout of the Report

Anybody who is reading the research report must necessarily be conveyed enough infor-
mation about the study so that he or she can place it in its general scientific context, judge 
the adequacy of its methods, and thus form an opinion of how seriously the findings are to 
be taken. Following are some suggestions, though styles may differ.

15.5.2 Preliminary Pages

In its preliminary pages, the report should carry a title and date, with acknowledgements 
at the end in the form of a preface or foreword. There should be a table of contents, list of 
tables and illustrations so that anybody can easily locate the required information in the 
report.

15.5.3 Main Text

This provides a complete and detailed outline of the research report. The title of the 
research study is repeated at the top of the first page of the main text and then follows 

Layout of the
report

�e preliminary
pages �e main text �e end matter

FIGURE 15.1
Layout of the report.
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the other details on pages numbered consecutively, beginning with the second page. The 
main text has the following sections:

 1. Introduction
 2. Statement of findings and recommendations
 3. Results
 4. Implications drawn from the results
 5. Summary

The main body of the report should be presented in logical sequence and broken down 
into readily identifiable sections. The key findings are concisely presented in the execu-
tive summary, running into 100–200 words or a maximum of two pages. The major thrust 
should be on highlighting the objectives, salient features and analysis of the results, 
including the recommendations.

15.5.3.1 Introduction

This includes

 1. A clear statement of the objectives of research
 2. A brief summary of other relevant research so that the present study can be seen 

in that context. 
 3. The hypotheses of the study
 4. Definitions of concepts
 5. The methodology adopted
 6. The statistical analysis adopted
 7. The scope of the study
 8. Limitations

15.5.3.2 Statement of Findings and Recommendations

This must be in non-technical language so that it can be easily understood by all con-
cerned. If the findings happen to be extensive, at this point they should be put into a sum-
marised form.

15.5.3.3 Results

This includes

 1. The main body of the report
 2. Statistical summaries

All relevant results must find a place in the report and must be presented in logical 
sequence and split into readily identifiable sections.
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15.5.3.4 Implications of the Results

This includes

 1. A statement of the inferences drawn from the present study that may be expected 
to apply in similar circumstances

 2. The conditions of the present study that may limit the extent of legitimate gener-
alisations of the inferences drawn from the study

 3. The relevant questions that still remain unanswered, or new questions raised 
by the study, along with suggestions for the kind of research that would provide 
answers for them

15.5.3.5 Summary

It has become customary to conclude the research report with a brief summary, describing 
in brief the research problem, the methodology, the findings and conclusions drawn from 
the research results.

15.5.4 End Matter

At the end, appendices should be included in respect of all technical data such as question-
naires, sample information, mathematical derivations and so on. A bibliography of sources con-
sulted should be given. An index should invariably be given at the end of the report. The value 
of the index lies in the fact that it works as a guide for the reader to the contents of the report.

15.6 Criteria of Good Research

 1. The purpose should be clearly defined, and common concepts should be used. 
Statements should be short and direct.

 2. Research method should be defined in a clear manner with sufficient detail. This 
will allow the repetition of the study in future for further advancement, while 
maintaining the continuity of what has been done in the past.

 3. Pictures and graphs should accompany tables.
 4. Graphics and animations should accompany the presentation of the report.
 5. The procedure should be described in sufficient detail to permit another researcher 

to repeat the research for further advancement, keeping the continuity of what has 
already been attained.

15.7 Features of a Research Report

The major thrust should be as outlined in the following subsections.
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15.7.1 Problem Definition

A problem is any situation that requires further investigation. Decisions made on judge-
ments may not always turn out to be correct, but the problem may not be important enough 
to justify spending substantial time, money and effort on solving it.

It is correctly said that a problem well defined is half solved. A clear, precise, to-the-point 
statement of the problem itself provides clues to its solution. On the other hand, a vague, 
general or inaccurate statement of the problem only confuses the researcher and can lead 
to the wrong problem being researched and useless results generated.

15.7.2 Research Objectives

 1. Form the heart of the study
 2. Address the purpose of the project

  The basic purpose of research is to facilitate the decision-making process. A 
manager has a number of alternative solutions to choose from in response to every 
problem and situation. In the absence of information, he or she may make the 
choice on the basis of a hunch. By doing so, the manager is taking a risk, because 
he or she has no concrete evidence to evaluate this alternative in comparison with 
others or to assess its possible outcome. But with the help of information provided 
by research, the manager can reduce the number of alternative choices to one, 
two or three, and the possible outcome of each choice is also known. Thus, the 
decision-making process becomes a little easier.

  Research helps to reduce the risk associated with the process of decision 
making. The risk arises because of two types of uncertainty. Uncertainties about 
the expected outcome of the decisions will always remain, no matter how much 
information you may have collected to base your decision on hard facts. Unforeseen 
factors have the uncanny ability of upsetting even the most stable apple cart.

  Despite the best research efforts, the outcome can still be unpredictable. The 
risk also arises because of the uncertainty of what will happen in the future, the 
way the customer or distributor will behave, the manner in which the competition 
will react and so on. To the extent that research provides information about the 
future, it anticipates the future, thus providing the manager with a solid basis for 
decision making. However, it cannot provide perfectly exact or accurate informa-
tion. But since the techniques of research are based on scientific methods of col-
lecting, analysing and interoperating data, its findings and projections, at least, 
provide a definite trend of scenarios for future decision making.

  The third purpose of research is that it helps firms to discover opportunities 
that can be profitably exploited. These opportunities may exist in the form of 
untapped customer needs or wants not catered to by existing firms. A food com-
pany has introduced into the market a dairy whitener (as a substitute for milk) 
called ‘Every day’, to be used for making tea and coffee. The product has proved 
to be a success because it is most convenient for use in offices, where tea and coffee 
are consumed in large quantities but milk is not easy to procure. ‘Every day’ fills a 
gap in the market for powdered milk that was not being catered to by the existing 
milk powders.

 3. Follow a set of well-planned objectives.
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 4. The purpose of the quantitative objectives is to optimize certain performance 
measures of the research system. For example, research to predict the product 
demand with high precision, and research on advertising budgets in relation to 
other expenditures such that the incremental sales revenue is maximised.

15.7.3 Background Material

 1. Include a review of the previous research or descriptions of the conditions that 
caused the project to be authorised.

 2. This may include preliminary results from an experience survey or secondary 
data from various sources.

 3. The references from secondary data, definitions and assumptions are included.

15.7.4 Methodology

 1. Sampling design
 2. Research design
 3. Data collection
 4. Data analysis
 5. Limitations
 6. Findings
 7. Conclusions
 8. Recommendations
 9. Appendices
 10. Bibliography

15.7.4.1 Sampling Design

Here, the researcher defines the target population and the sampling methods put to use. 
The section contains other necessary information, such as

 1. Types of sampling (probability or non-probability) used
 2. Types of probability sampling (simple random or complex random) or non-proba-

bility sampling (quota sampling or snowball sampling) used
 3. The factors influencing the determination of sample size and selection of the sam-

pling elements
 4. The levels of confidence and the margin of acceptable error

15.7.4.2 Research Design

This should be carefully planned to yield results that are as objective as possible. It should 
contain information on

 1. Nature of research design
 2. Design of questionnaires
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 3. Questionnaire development and pre-testing
 4. Data that was gathered
 5. Definition of interview and type of interviewers
 6. Sources (both primary and secondary) from which data was collected
 7. Scales and instruments used
 8. Designs of sampling, coding and method of data input
 9. Strengths and weaknesses
 10. Copies of materials used and the technical details could be placed in the appendix

15.7.4.3 Data Collection

The collection of primary data for business research is of paramount importance to assist 
management in making decisions. Generally, information regarding a large number of 
characteristics is necessary to analyse any problem pertaining to management. The collec-
tion of primary data requires a great deal of deliberation and expertise.

15.7.4.4 Data Analysis

This provides information on the different methods used to analyse the data. It should 
justify the choice of methods based on assumptions. It should be adequate to reveal signifi-
cance, and the methods of analysis used should be appropriate. The validity and reliability 
of the data should be checked carefully.

It provides details on

 1. Data handling
 2. Groundwork analysis
 3. Rational statistical testing and analysis

15.7.4.5 Limitations

Certain researchers tend to avoid this section, but this is not a sign of professionalism. 
There should be a tactful combination of reference to and explanation of the various meth-
odologies and their limitations or implementation problems. The limitations need not be 
explained in detail. Details of limitations do not detract from the research. They help the 
reader to acknowledge its honesty and validity.

15.7.4.6 Findings

 1. It is better to report one finding per page and support it with quantitative data.
 2. This section presents all the relevant data but makes no attempt to draw any 

inferences.
 3. It attempts to bring to the fore any pattern in the industry.
 4. Charts, graphs and tables are generally used to present quantitative data.
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15.7.4.7 Conclusions

Conclusions are inferences drawn from the findings. They should be directly related to the 
research objectives or hypotheses. The researcher should always present the conclusions, 
as he or she has first-hand knowledge of the research study. It is wrong to leave the infer-
ence of the conclusions to the reader. Conclusions should be confined to those justified by 
the data of the research and limited to those for which the data provides an adequate basis. 
Towards the end of the main text, the researcher should again state the results of his or her 
research clearly and precisely. In fact, it is the final summing up.

15.7.4.8 Recommendations

Recommendations are a few corrective actions presented by the researcher. The actions 
the report calls for as per the researcher should be highlighted; they should be in line with 
the results of the report; they should be explicit; they may even contain plans of how future 
research into the same can proceed. Recommendations should be given if the client wants 
them; otherwise, they should be avoided, because some decision makers do not want their 
thought processes to be limited to the recommendations given. In such a case, the report 
should not include any recommendations.

15.7.4.9 Appendices

Appendices are optional. They are used to present details that were part of the research 
but were not necessary to the presentation of the findings or conclusions. They include

 1. Raw data.
 2. Calculations.
 3. Graphs.
 4. Copies of forms and questionnaires.
 5. Complex tables.
 6. Instructions to field workers.
 7. Quantitative material that would look inappropriate in the main text. The reader 

can refer to them if required.

Care should be taken that they do not exist in isolation and reference to each appendix 
is given in the text.

15.7.4.10 Bibliography

This is a list of citations or references to books or periodical articles on a particular topic. 
Any journals consulted should also be listed.

15.7.4.11 Index

An index is an alphabetical listing of keywords and concepts in the text. It contains `point-
ers’ to those words and concepts, which are usually page, section or paragraph numbers. 
It generally appears at the end of a work. It is essential to the readability and usability of 
technical articles and books. 
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15.8 Summary

Research will require the collection of new data through surveys and/or the use of exist-
ing data, as is often the case in the application of econometrics. These approaches are often 
associated with survey statisticians and economists, respectively.

The report should be written in a concise and objective style in simple language, avoid-
ing vague expressions such as ‘it seems’, ‘there may be’ and the like.

Charts and illustrations in the main report should be used only if they present the infor-
mation more clearly and forcibly.

Efforts should be made to provide short-duration intensive courses for meeting these 
requirements, and to develop satisfactory liaison among all concerned for better and more 
realistic research.

There is a need for developing some mechanisms of a university–industry interac-
tion programme, so that academics can get ideas from practitioners on what needs to be 
researched and practitioners can apply the research done by the academics.

There should be proper compilation and revision, at regular intervals, of a list of subjects 
on which research is ongoing and the places where this is happening.

Research problems in various disciplines of applied science that are of immediate con-
cern to industry should be identified.

There is a need to develop a code of conduct for researchers, which, if adhered to sin-
cerely, can overcome these problems.

Efficient secretarial assistance should be made available to researchers in time.
Efforts should be made to provide all governmental publications to our libraries. Our 

libraries must get copies of old and new acts/rules, reports and other government publica-
tions in good time.

The sampling methods used should be explained, and calculations could be placed in 
the appendix rather than in the body of the report.

Confidence in research is warranted if the researcher is experienced, has a good reputa-
tion in research and is a person of integrity.

REVIEW QUESTIONS

 1. List the guidelines for effective report writing.
 2. What are the objectives of research?
 3. What are the features of good research design?
 4. Write any four essential characteristics of presentations.
 5. What are the different types of questions in questionnaires?
 6. Describe briefly the features of a good questionnaire. How will you prepare a 

questionnaire for studying awareness of Five-Year Plans in your area? 
 7. Explain what precautions must be taken while drafting a questionnaire in order 

that it may be really useful. Illustrate your points.
 8. Describe briefly the questionnaire method of collecting primary data. State the 

essentials of a good questionnaire.
 9. Define the term research. What should be the objectives of good research? Discuss 

in the context of management science.
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 10. Explain the importance of formulating the research hypothesis. What is the proce-
dure for hypothesis testing?

 11. Define the term research design. What are the various types of research design?
 12. Explain the different steps involved in the research process.
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16
Case Studies for Highlighting 
Quantitative Techniques

16.1 Application of Hypothesis Testing in Industry

16.1.1 Introduction

This study is based on the applications of hypothesis testing in the situation given. 
Hindustan Lever Limited Company (HLL) wants to find out the mean spending on bath 
soaps by an average Indian family per month. HLL management assumed that the average 
expenditure on bath soaps per month is Rs. 120 and population standard deviation is 8.

By the application of hypothesis testing, we have to check whether the assumption made 
by HLL management is correct or not.

16.1.2 Company Profile

Hindustan Unilever Limited

Hindustan Lever Limited

Type Public
Founded 1933
Headquarters Mumbai, India
Key people Mr Harish Manwani, chairman; Douglas Baillie, CEO
Industry Fast moving consumer goods (FMCG)
Products Tea, soap, detergents
Employees 41,000
Parent Unilever
Website www.hll.com

HLL, formerly Hindustan Lever Limited, headquartered in Mumbai, is India’s largest 
consumer products company, formed in 1933 as Lever Brothers India Limited. Its 41,000 
employees are headed by Mr Harish Manwani, the non-executive chairman of the board. 
HLL is the market leader in Indian products such as tea, soaps, detergents, and its products 
have become daily household names in India. The Anglo-Dutch company Unilever owns 
a majority stake in HLL.

Recently, in February 2007, the company was renamed Hindustan Unilever Limited to 
provide the optimum balance between maintaining the heritage of the company and the 

http://www.hll.com
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future benefits and synergies of global alignment with the corporate name of Unilever. This 
decision will be put to the shareholders for approval at the next annual general meeting.

16.1.3 Brands

Some of its brands include Kwality Walls ice cream, Lifebuoy, Lux, Breeze, Liril, Rexona, 
Hamam, Moti soaps, Pureit Water Purifier, Lipton tea, Brooke Bond tea, Bru Coffee, 
Pepsodent and Close Up toothpaste and brushes, Surf, Rin and Wheel laundry detergents, 
Kissan squashes and jams, Annapurna salt and atta, Pond’s talcs and creams, Vaseline 
lotions, Fair & Lovely creams, Lakmé beauty products, Clinic Plus, Clinic All Clear, Sunsilk 
and Lux shampoos, Vim dishwash, Ala bleach and Domex disinfectant.

16.1.4 Marketing

In February 2003, HLL launched a new division called Hindustan Lever Network. This divi-
sion markets a wide range of FMCG through network marketing. Network marketing was 
pioneered in the United States in the 1940s by companies such as Amway Corporation and 
operates by recruiting individuals as consultants. These consultants are paid a commission 
on the purchases made by them and on the purchases made by those recruited by them.

Objective

 1. To know the preference of customers towards various bath soaps
 2. To study the average expenditure on bath soaps per month by the average family
 3. To study whether the assumption made by HLL management is correct or not

16.1.5 Area of Study

The place chosen for the study was Nagpur District of Maharashtra State of India, where 
people come from all over India. The reason behind collecting the data here is that the 
sample is not confined to a particular region. It represents the entire population.

16.1.6 Data Source

Primary data has been used for the purpose of the project. The data is taken in the form of 
questionnaires collected from a population of 45 teachers. The data collected is expressed 
in the form of data tables and charts.

Questionnaire

 1. Name of the teacher
 2. Name of college/school
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 3. Which bath soap do they prefer?
 4. What number of bath soaps are consumed in a month?

16.1.7 Data Analysis

For data analysis, statistical tools such as mean and standard deviation, tables and graphs 
are used.

Sample size: 45

Tabulation of Data

Sr No. Faculty Name City
Kind of Bath Soap 

Consumed
No. of Bath Soaps 

Consumed in a Month

1 Amit Welekar Mathura Cinthol 3
2 Jafar Sheikh Banaswadi Mysore Sandal Soap 4
3 Kanchan Dhote Belgaum Lux 3
4 Snehal Khadge Silguri Pears 4
5 Nikhil Bangde Baroda No Marks Scrub Soap 2
6 Amit Tajne Kota No Marks Scrub Soap 1
7 Rajesh Babu Trichur Lifebuoy 4
8 Prashant Kshirsagar Gondia Dove 2
9 Meenal Wankhde Sarangpur Abiance 1
10 Anant Kumar Burhampur Lux 4
11 Raghuveer Pawde Warangal Santoor 4
12 Rachit Singh Banglore Lifebuoy 4
13 Amol Wankhede Gaziabad Lux 12
14 Ravi Fate Panipat Pears 5
15 Anuj Dubey Medhi Patnam Mysore Sandal Soap 4
16 Vedant Awari Batinda Dove 4
17 Vishal Tiwari Nagpur Dove 5
18 Shrikant Moje Bijapur Lifebuoy 2
19 Ashish Dhamke Nagpur Medimix 4
20 Akash Kumare Raipur Lux 12
21 Pooja Badole Bhopal Lux 5
22 Nitesh Kolhe Vijayawada Lux 2
23 Amol Kolhe Warangal Medimix 4
24 Namdeo Masram Kakinada Dove 4
25 Pravin Signe Guwahati Dettol 4
26 Sandeep Palsodkar Hubli Mysore Sandal Soap 3
27 N. Pradeep Kota Lux 4
28 T. Raju Hubli Cinthol 6
29 Sairaj Sri Ganganagar Lux 4
30 Archana Malewar Rohtak Lifebuoy 3
31 Durgashankar Malewar Noida Lux 6
32 Pinky Dubey Warangal Cinthol 4
33 Parul Trivendrum Santoor 4
34 Nayan Mathura Growning Glory 5
35 Tanvi Aizwal Lifebuoy 4
36 Uganti Belgaum Santoor 6

(Continued)
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Sr No. Faculty Name City
Kind of Bath Soap 

Consumed
No. of Bath Soaps 

Consumed in a Month

37 Anup Dubey Meerut Pears 6
38 Ajay Eluru Rexona 5
39 Vijay Burdwan Lux 3
40 Jay Ooty Park Avenue 2
41 Kanchan Burdwanan Lux 4
42 Monika Bhopal Pears 4
43 Rekha Patiala Lux 2
44 Ankit Sikar Lux 10
45 Neeta Medhi Patnam Lifebuoy 4

16.1.8 Findings

Brand Preference

Bath Soap No. of Persons Consuming

Lux 13
Lifebuoy 6
Dove 4
Pears 4
Cinthol 3
Santoor 3
Mysore Sandal Soap 3
No Marks 2
Medimix 2
Others 5
Total 45

The brand preference of the customers may be expressed with the help of the following 
charts.

Bar Graph
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Pie Graph
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From the bar chart and the pie chart, we find that major brand preference is towards Lux 
Soap.

Computing Total Cost of Bath Soaps Brand-Wise

Bath Soap No. of Persons Consuming No. of Units Price per Soap Total Cost

Lux 13 71 13 923
Lifebuoy 6 21 12 252
Dove 4 15 27 405
Pears 4 19 23 437
Cinthol 3 13 13 169
Santoor 3 14 13 182
Mysore Sandal Soap 3 11 20 220
No Marks 2 3 20 60
Medimix 2 8 15 120
Abiance 1 1 28 28
Dettol 1 4 18 72
Growning Glory 1 5 18 90
Park Avenue 1 2 28 56
Rexona 1 5 13 65
Total 45 3079

16.1.9 Thrust Area of the Project

As already discussed, HLL wants to find out the mean spending on bath soaps by an aver-
age Indian family per month. HLL management assumed that the average expenditure on 
bath soaps per month is Rs. 120 and the population standard deviation is 8.
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To solve this problem, we have taken a sample of 45 faculty members, keeping in mind 
that people come from all over India and have a salary between Rs. 10,000 and Rs. 12,000. 
The very reason behind collecting the data here is that the sample is not confined to a par-
ticular region. It represents the entire population.

Here, HLL management made an assumption relating to the characteristics of the 
population. They assumed that average expenditure on bath soaps per month is Rs. 
120. Now, the question is: will this assumption made by HLL management be correct 
or incorrect?

For the management, it is essential to know whether their assumption is correct or not. 
In general, all the marketing strategies are based on the conclusions drawn from quantita-
tive methods. This is one of the instances when quantitative methods are known to be a 
powerful decision-making tool.

The HLL management assumption can be evaluated using the statistical tech-
nique called hypothesis testing procedures. Hypothesis testing enables the researcher 
to determine the validity of his or her hypothesis concerned with a particular issue. 
Hypothesis testing enables the researcher to decide whether data from a sample will 
provide support to a particular hypothesis, based on which it can be generalised to 
the overall population.

There are certain steps to solve the problem. So, let me follow them one by one.

Step 1: Formulation of the hypothesis.
  The hypothesis testing starts with the formulation of the hypothesis. Therefore, 

H0 and H1 are
 H0: Average expenditure on bath soaps per month is Rs. 120 (µ = 120)
 H1: Average expenditure on bath soaps per month differs from Rs. 120 

(µ ≠ 120).
Step 2: Selection of the statistical test to be used.
  Here, the size of the sample is large (i.e. n = 45), and the population standard 

deviation is known. Therefore, we can use a Z-test to solve the problem.
Step 3: Selection of the significance level.
  The level of significance is α = 5%.
Step 4: Calculation of standard error of the sample statistic and standardisation of 

the sample statistic.
  The test statistic is given by

	 Z X= − µ
SE

where:

	

SE /

/

SE

=

=

=

σ n

8 45

1 1926.  
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68 4222

 Substituting above values in the test statistic, we get

	

Z = −

= −

( )68 4222 120 1 1926

43 2482

. .

.

/

Z

Step 5: Determination of the critical values.
  Since the test is two-tailed and the level of significance specified is 5%, the 

critical values are −1.96 and +1.96.
Step 6: Comparison of the value of the sample statistic with the critical value and deter-

mination of whether the value falls within the acceptance or the rejection region.

Normal,
bell-shaped curve

Rejection region Rejection region

Acceptance region

−43.2482 −1.96 +1.960

  The calculated Z value lies in the rejection region. Therefore we reject H0.
  The calculated Z value is less than −1.96. Therefore we reject H0.
Step 7: Deduction of the business research conclusion.
  Since H0 is rejected, we can conclude that average expenditure on bath soaps 

per month differs from Rs. 120; that is, the assumption made by HLL management 
is incorrect.

16.2 Universal Home Care Products

16.2.1 Introduction

Name of company Universal Home Care Products Ltd.

Producer Detergents and cleaning agents
Sales (crores) Rs. 1775
Net income (crores) Rs. 112.3
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16.2.2 Recent Development

The company had developed an all-purpose household cleaner, ‘Sparkle’. It could clean 
a variety of surfaces, such as wood, glass, metal, plastic and ceramic. Universal projected 
market share:

 1. 6% for the first year
 2. 10% by the second year
 3. 14% after 2 years

Competitor:

 1. Day-chem Ltd. might already be planning
 2. To launch a similar multipurpose household cleaner
 3. With similar positioning
 4. Targeting the same segments

Estimation of profit for new product:

 1. Daychem’s ability to bring out a competing product was estimated at 60%.
 2. Universal estimated the profits for its new product for three different prices.
 3. If Universal set a low price, the estimated profits were Rs. 60,000.
 4. At a medium price, the estimated profits were Rs. 75,000.
 5. At a high price, the estimated profits were Rs. 90,000.

Data Estimated Profits (Thousands of Rs)

If Universal’s 
Price Is

If Competitor’s Price Is

Low Medium High Total

Low 20 30 30 80
Medium 80 70 50 200
High 60 40 20 120
Total 160 140 100 400

16.2.3 The Problem

Is there any relationship between the firm’s pricing structure for Sparkle and the competi-
tor’s pricing structure for the competing product?

16.2.4 Procedure

Step 1: Formulating the null and alternate hypothesis
• H0→ There is no relationship between the firms’ pricing structure for Sparkle and 

the competitor’s pricing structure for the competing product.
• H1→ There is a relationship between the firms’ pricing structure for Sparkle and 

the competitor’s pricing structure for the competing product.
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Step 2: Calculation of expected frequency (calculated expected frequency in brackets)

 E
n n

n
ij

i j=
×

where:
	 Eij = Expected frequency of a cell
	 ni = Row total
	 nj = Column total
	 n = Total sample size

If Universal’s 
Price Is

If Competitor’s Price Is

Low Medium High Total

Low (26.1890) (45.7479) (49.0630) 120.9999
Medium (28.7863) (50.2849) (53.9288) 133
High (24.0247) (41.9671) (45.0082) 111
Total 79 137.9999 148 364.9999

Step 3: Calculation of χ2

	 χ ij ij
 

ij

O E

E
2

2

1

3

1

3

=
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==
∑∑

ji

where:
	 Oij =	The observed frequency in ith row and jth column
	 Eij	 =	The expected frequency in ith row and jth column

Oi Ei Oi − Ei/Ei (Oi − Ei)2/Ei

32 26.1890 5.8110 1.2894
40 45.7479 −5.7479 0.7222
49 49.0630 −0.0630 0.0001
35 28.7863 6.2137 1.3413
48 50.2849 −2.2849 0.1038
50 53.9288 −3.9288 0.2862
12 24.0247 −12.0247 6.0185

50 41.9671 8.0329 1.5376
49 45.0082 3.9918 0.3540
Total: 365 364.9999 11.6531

Step 4: Decision on the level of significance and degrees of freedom
  Level of significance is 1%, that is, 01.
  Degrees of freedom (ν) is given by

 ν = (n − 1) (r − 1)
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where:
	 ν	 =	degrees of freedom
	 n =	number of rows
	 r =	number of columns
Here, n = 3 and k = 4
∴ Degrees of freedom = (3 − 1) (3 − 1) = 4
Step 5: Determination of the critical value and comparing it with the calculated χ2 

value. From the χ2 distribution table, the χ2 tabulated value for 4 degrees of free-
dom at the 1% level of significance was found to be 13.28.

Chi-square statistic Region of
acceptance

13.28 
(Critical value) 

Chi-square test of independence 

11.65

Do not 
reject H0

Rejection 
region

Step 6: Deducing the business conclusion
Since the calculated χ2	(11.65) < the tabulated χ2 (13.28), there is no evidence to reject 

the H0. Therefore, the null hypothesis is accepted. Therefore, we found that there is 
no relationship between the firm’s pricing structure for Sparkle and the competi-
tor’s pricing structure for the competing product.

16.3 Model Pertaining to Heart Attack

16.3.1 Introduction

According to the statistics about heart disease published in 2006 by the Centers for Disease 
Control (CDC), 24.7 million adults have been diagnosed with heart disease.

As per CDC (the agency that publishes statistics about heart disease), ‘Diseases of the 
heart’ is listed as the No.1 cause of death.

According to statistics about heart disease, approximately 500,000 new cases are diag-
nosed each year.
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The statistics for heart disease may be depressing, but even more depressing is the fact 
that 66.30% of the population over the age of 20 are overweight, another risk factor for 
developing heart disease.

16.3.2 The Problem

The National Vital Statistics Report, which is responsible for publishing these statistics on 
heart disease deaths, does not include subcategories. It is impossible to tell how many of 
such deaths were caused by coronary artery disease, heart failure or another disease, such 
as diabetes, affecting the heart.

To evaluate whether there is any association between the variables under study, like 
heart attack, which is segregated according to age group, we need to consider three major 
factors, such as coronary artery disease, heart failure and another disease affecting the 
heart, so that we are in a position to answer questions like ‘How many persons from a 
particular population, in a particular age group, get an attack due to a particular respon-
sible factor?’ and ‘What is the proportion of persons in the population prone to heart 
attack?’

16.3.3 My Idea

To investigate this, I visited about 400 households where someone had lost their beloved 
due to death from heart disease. My data source was two cardiologists from my city, from 
whom I collected the data, from the Nanded District of Maharashtra state, and I made a 
personal visit to each household of the population (sample size 400).

16.3.4 Details

The sample unit is age group of persons/individuals: ‘Age below 30’, ‘Age between 30 and 
40’ and ‘Age above 45’.

16.3.5 Objectives

To find whether there is significance/a significant association between the age group and 
the factor responsible.

16.3.6 Methodology

To evaluate the statistical significance of association among the variables involved in the 
cross-tabulation, I used the χ2 test of independence because

• The χ2 test can be performed on the actual numbers
• The expected frequency of cell (f e) must be more than five
• The sample size is large enough … here it is 400
• Observations drawn need to be random and independent

Table 16.1 shows the data collected.
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16.3.7 Related Works

Step 1: Formulation of null and alternate hypotheses
  H0:	There	 is	no	association	between	 the	age	group	and	 factors	 responsible	 for	heart	

disease	death.
  H1:	There	 is	 an	 association	between	 the	 age	group	and	 factors	 responsible	 for	heart	

disease	death.
Step 2: Calculation of expected frequency values (Table 16.2)

 E
n n

n
ij

i j =
×

where:
 Eij  = expected frequency of a cell corresponding to a particular age group and a factor
 ni = row total
 nj = column total
 n = Total sample size

Step 3: Calculation of χ2 using the following formula (Table 16.3):

 χ2

1

2

1

=
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where:
 Oij = the observed frequency in ith row and jth column
 Eij = the expected frequency in ith row and jth column

Step 4: Level of significance (α) is 1%

TABLE 16.1

Factors Responsible for Heart Disease Death and Distribution according to Age 
Group

Factors
Age Group

Coronary Artery 
Disease Heart Failure Cholesterol Level Total

Below 30 20 30 30 80
Between 30 and 40 80 70 50 200
45 years and above 60 40 20 120
Total 160 140 100 400

TABLE 16.2

Expected Frequency (in Brackets) and Observed Frequency (without Brackets)

Factors	→	Age
Coronary Artery 

Disease Heart Failure
Another Disease 

Affecting the Heart Total

<30 (32) (28) (20) 80
Between 30 and 40 (80) (70) (50) 200
≥45 (48) (40) (30) 120
Total 160 140 100 400



407Case Studies for Highlighting Quantitative Techniques

	

Degrees of freedom number of rows number of columns= − −( ) ( )1 1

== −( ) −( )
=

3 1 3 1

4

Step 5: Determination of the critical value and its comparison with the calculated 
value of χ2.

  From χ2 distribution table, tabulated value of χ2 for 4 degrees of freedom, at 1% 
level of significance, was found to be 13.28.

  The graph shows the χ2 square test, for 4 degrees of freedom, at 1% level of sig-
nificance, showing the region of rejection.

13.28 16.08 

Chi-square
test statistic

Rejection

Figure: Chi-square test –test of independence

Step 6: Research conclusion
Since χ2

calculated value, 1% > χ2
tabulated, there is evidence to reject the null hypothesis (H0).

Therefore, the null hypothesis, that there is no significant association between the 
age group and the factors responsible for heart disease death, is rejected.

TABLE 16.3

Calculation of χ2

Oi Ei Oi − Ei (Oi − Ei)2/Ei

20 32 −12 4.5
30 28 2 0.1428571
30 20 10 5
80 80 0 0
70 70 0 0
50 50 0 0
60 48 12 3
40 42 −2 0.095238
20 30 −10 3.333333
Total: 400 400 0 16.071428 ≈16.08
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16.3.8 Conclusion and Further Work

We found that there is an association between the variables, that is, age group and factors 
such as coronary artery disease, heart failure and another disease affecting the heart.

This may contribute to the National Vital Statistics Report by the inclusion of subcatego-
ries in the report, making it possible to tell how many heart disease deaths were caused by 
coronary artery disease, heart failure and another disease such as diabetes affecting the 
heart, so that we can suggest that you should

	 1.	Take care of your heart
	 2.	Prevent cholesterol from affecting the quality of your life
	 3.	Avoid air pollution, which is dangerous for your heart, and maintain a clean 

environment

16.4  A Study of Mall Intercept Survey by the Application 
of Purchase Intercepts Technique

16.4.1 Introduction

The study is based on the applications of personal interviews in the situation given and 
applies a coding process to them. Ganesh, a theatre proprietor, wants to find out whether 
or not the customers are satisfied in relation to which service he has provided to them.

16.4.2 Problem Statement

The data were collected by the survey method, which involves in-theatre observation and 
interviewing, whereby consumers are intercepted and interviewed when they have come 
to see a movie. 

Objective:

	 1.	To intercept customers and interview them when they come to see a movie
	 2.	To find out whether or not the customers are satisfied regarding the services which 

they get, such as
	 a.	 Seating arrangement
	 b.	 Booking facility
	 c.	 Parking facility
	 d.	 Price of the ticket
	 3.	To find out whether or not the customers come to the theatre frequently

16.4.3 Company Profile

• Proprietor name Ranaji Sarada
• Establishment 1977
• Area of theatre 12,000 sq. feet
• No. of seats available 800
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Family circle 175
Balcony 325
Upper circle 100
Lower circle 200

• Size of screen 45 × 20 sq. feet
• Distance from screen to first row 15 feet
• Distance between two rows 18 inches
• No. of employees 10
• Ticket rates:

Family circle Rs. 45
Balcony Rs. 40
Upper circle Rs. 30
Lower circle Rs. 20

• Industry Service

16.4.4 Methodology

16.4.4.1 Sampling Design

I used simple random sampling, because people come to see a movie from all over Nanded, 
and they belong to various age groups.

16.4.4.2 Research Design

• I used primary data collection and the personal interview method.
• In personal interviews, I had face-to-face interaction with interviewees with the 

help of a questionnaire, which helped me to collect quality data.
• This helps to reduce non-response error.
• I used a coding process for the responses given by the interviewees to analyse 

customer behaviour.

Coding the responses

Particular Coding

Yes @
No *
Weekly !
Monthly #
Frequently $
Discount facility +
Parking facility ×
Booking facility ▪
Fresh and quality food ▫
Comedy ®
Inspiring €
Horror ©
Family ∞
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16.4.5 Data Collection

Data was collected from 50 people during a period of 2 weeks.

16.4.6 Data Analysis

Analysis was done by a coding process and graph.

16.4.7 Primary Data

Sr. No. Name and Address Q. 2 Q. 3 Q. 4 Q. 5 Q. 6 Q. 7 Q. 8

1 Shailesh, Saptgiri Nagar ! @ × @ ® @ @
2 Sachin, Anand Nagar # @ ▪ * € @ @
3 Sumit, Vazirabad $ @ ▪ * € @ @
4 Dilshad, Itawara # @ ▫ @ ® @ @
5 Amit, Baba Nagar # @ × * € @ @
6 Prasad, Bhagya Nagar ! @ × * € @ @
7 Sumit, Vidya Nagar ! @ × @ ® * @
8 Hemlata, Mantri Nagar ! @ ▪ * ∞ * @
9 Pallawi, Patbandhare Nagar $ @ ▫ * ∞ @ @
10 Ratna, Sadar Mount Road # @ ▫ * € @ @
11 Jaishri, Magan Pura $ @ × * ® @ @
12 Trupti, Mantri Nagar ! @ × * ® @ @
13 Manisha, Saptagiri Colony ! @ ▪ @ ∞ * @
14 Shirish, Vithal Nagar ! @ ▪ * ∞ @ @
15 Kumar, Chowk # @ ▫ * ® * @
16 Imran, Sarafa $ @ ▫ * ® * @
17 Sarfaraz, Sarafa # @ ▪ @ ∞ * @
18 Jamal, Killa ! @ × * © * @
19 Lilaben, Vazirabad # @ ▪ * ∞ * @
20 Prashant, Sri Nagar ! @ ▫ * ® @ @
21 Prafful, Work shop $ @ ▫ * © @ @
22 Ganesh, Itwara ! @ × @ ® @ @
23 Kanchan Singh, Gurudwara # @ × @ © * @
24 Inder Pal Singh, Gurudwara $ @ × * © * @
25 Savita, Sharda Nagar ! @ ▪ * ® * @
26 Pranita, Sri Nagar $ @ ▪ @ ∞ * @
27 Sarita, Ram Nagar $ @ ▪ * € @ @
28 Sony, Taroda Naka # @ ▫ * ® @ @
29 Sarika, Ganesh Nagar ! @ × @ € * @
30 Arti, Gurudwara ! @ ▫ @ € * @
31 Sarang, Bhagya Nagar ! @ × * ® @ @
32 Ravi, Datta Nagar ! @ ▪ * ® @ @
33 Purushottam, Samrat Nagar ! @ ▪ * ® * @
34 Aniket, Vasant Nagar # @ × * € @ @
35 Manoj, Anand Nagar $ @ ▫ * ∞ * @
36 Mohan, Taroda Naka # @ ▫ * © @ @
37 Vijay, Anand Nagar ! @ ▫ * ® * @
38 Amol, Sarpanch Nagar ! @ ▪ * ® @ @
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Sr. No. Name and Address Q. 2 Q. 3 Q. 4 Q. 5 Q. 6 Q. 7 Q. 8

39 Vishnu, Anand Nagar # @ × * ∞ * @
40 Nisha, Shrinagar $ @ × * ∞ * @
41 Jaya, Kailas Nagar # @ × * € @ @
42 Amol, Kailas Nagar ! @ ▫ * ∞ * @
43 Rita, Vazirabad ! @ × * ∞ * @
44 Shilpa, Sharada Nagar # @ × * ® * @
45 Pranali, Anand Nagar # @ ▪ * ® * @
46 Prerana, Chikalwadi ! @ ▪ * ∞ * @
47 Mangesh, Ganraj Nagar $ @ × * € @ @
48 Ajit, Sarpanch Nagar $ @ ▫ * ∞ @ @
49 Varsha, Geeta Nagar ! @ ▫ * ® * @
50 Rinky, Saptgiri Nagar ! @ ▪ * ∞ * @

Data Analysis with Coding

Sr. No. @ * ! # $ + × ▪ ▫ ® € © ∞

2. 23 15 12
3. 50
4. 19 16 15
5. 10 40
6. 19 11 5 15
7. 25 25
8. 50
Total 135 65 23 15 12 0 19 16 15 19 11 5 15

Limitations

 1. Customers chose more than one option for the same question.
 2. Hence, it was very difficult to decide which to write.
 3. This may cause sampling error.

16.4.8 Findings

From this analysis, it was found that

 1. Customers visit weekly to see a movie
 2. Customers are satisfied with the available sitting arrangement
 3. Customers are mostly satisfied with the parking facility
 4. Customers prefer to see a comedy movie
 5. Customers are also satisfied with the price of the ticket.

16.4.9 Conclusion

1. Ganesh talkies is good.
2. The services provided to the customers by Ganesh talkies are satisfactory.
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16.4.10 Appendix: Questionnaires

 1. May I know your name and address, please?
 2. Are you coming here frequently?

	 	 (Weekly/Monthly/Frequently)
 3. Are you satisfied with the present sitting arrangement?

	 	 (Yes/No)
	 4.	Are they providing any extra facility?

	 	 (Discount/Parking/Fresh and quality food/Booking)
 5. Do you think that price of ticket is high?

	 	 (Yes/No)
 6. Which type of movie do you like?

	 	 (Comedy/Family/Inspiring/Horror)
 7. Do find any difficulty to reach the destination?

	 	 (Yes/No)
 8. Does the advertisement in newspaper or through the poster helps you to know 

about film whether it is doing good business or not.
	 	 (Yes/No)

Sr. No Particular Coding

1 Yes @
2 No *
3 Weekly !
4 Monthly #
5 Frequently $
6 Discount facility +
7 Parking facility ×
8 Booking facility ▪
9 Fresh and quality food ▫
10 Comedy ®
11 Inspiring €
12 Horror ©
13 Family ∞
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17
Multiple Choice Questions with Answers 
and Necessary Explanation

Questions Answers
 1. If the Bernoulli experiment is repeated with replacement, we get
 a. t-distribution
 b. z-distribution
 c. F-distribution
 d. Hyper-geometric distribution
 e. Normal distribution

d

 2. Suppose there were 200 students in your high school graduating 
class. Current statistics indicate that 0.5%, or 0.005, of the population 
will become millionaires. What is the probability that at least one stu-
dent from your classroom will become a millionaire?

 a. 0.5321
 b. 0.4321
 c. 0.3321
 d. 0.2321
 e. 0.6321

Explanation:
µ = np
= 200(0.005)
= 1.00.P(X ≥ 1)
= 1 − P(X = 0)
= 1 − 0.3679
= 0.6321

e

 3. A college basketball coach has 12 players on his roster. Eight of 
the players are receiving basketball scholarships, and four are not. 
Recently, the team have been losing most of their games. The coach 
decided to draw the names of five of their games. The coach decided 
to draw the names of five players out of a hat and designate them as 
the starting line-up. What is the probability that four of the five play-
ers selected are on a scholarship?

 a. 0.154
 b. 0.254
 c. 0.354

c
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 d. 0.454
 e. 0.554

Explanation:
P(4) = (8C4) (4C1)/12C5

= 280/792
= 0.354

 4. For a normal distribution where μ = 10, σ = 2 and X = 13, the corre-
sponding Z-value for X is

 a. 3.00
 b. 1.50
 c. 4.50
 d. 6.50
 e. 2.00

Explanation:
Z = (13 – 10)/2 = 1.50

b

 5. For a binomial random variable, p = 0.70 and n = 50. The mean and 
variance are, respectively,

 a. 35, 10.5
 b. 25, 9.5
 c. 15, 18.5
 d. 45, 11.5
 e. 55, 12.5

a

 6. The binomial distribution may be approximated by the normal distri-
bution when np and n(1 – p) are both greater than

 a. 3
 b. 4
 c. 5
 d. 6
 e. 7

Explanation: np and n(1 – p) should be greater than 5.

c

 7. For a discrete probability distribution, the outcome must be
 a. Exhaustive
 b. Dependent
 c. Independent
 d. Mutually exclusive
 e. Finite

d

 8. In which of the following distributions is the probability of a success 
not the same for each trial?

 a. Binomial

d
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Questions Answers
 b. Poisson
 c. Normal
 d. Hyper-geometric
 e. Log-normal
 9. What does 6! 2!/4! 3! equal? 
 a. 9
 b. 10
 c. 12
 d. 14
 e. 15

b

 10. The means of all the sample means and population means are
 a. Different
 b. Equal
 c. Smaller
 d. Larger
 e. Negligible

b

 11. The central limit theorem states that if the population is not normal, the 
sampling distribution of the mean approaches normal as the size of the 
sample

 a. Decreases
 b. Increases
 c. Is constant
 d. Approaches ∞
 e. Approaches −∞

b

 12. In which of the following sampling methods is the population divided 
into primary units and then samples drawn from the primary units?

 a. Stratified
 b. Cluster
 c. Systematic
 d. Simple random
 e. Area

b

 13. Sampling distributions of the means shows all possible sample means 
and their probabilities of occurrence?

 a. Frequency distribution
 b. Relative frequency distribution
 c. Probability distribution
 d. Cumulative frequency distribution
 e. Normal distribution

c
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Questions Answers
 14. The difference between the population parameter and the sample sta-

tistics is called the
 a. Sampling distribution
 b. Frequency distribution
 c. Sampling error
 d. Standard error
 e. Estimation

c

 15. The distance between a selected value and the population mean divided 
by the standard deviation is the

 a. F-value
 b. t-value
 c. Normal value
 d. Z-value
 e. χ2-value

d

 16. The Poisson distribution is often used to approximate binomial prob-
abilities when

 a. n is large and p is large
 b. n is small and p is large
 c. n is large and p is small
 d. n is small and p is small
 e. n is zero and p is zero

c

 17. The population mean is equal to the
 a. Variance of the sample means
 b. Standard deviation of the sample means
 c. Standard error of the sample means
 d. Mean of the sample means
 e. Standard error of the population

d

 18. In which of the following sampling methods is the first element of the 
population randomly selected to begin the sampling?

 a. Simple random sampling
 b. Stratified random sampling
 c. Systematic sampling
 d. Cluster sampling
 e. Area sampling

c

 19. Sampling is always done
 a. With replacement
 b. Without replacement
 c. With and without replacement

b
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Questions Answers
 d. Depends on population
 e. Depends on sample size
 20. Standard error is used as a tool in
 a. Tests of hypothesis
 b. Tests of significance
 c. Both tests of hypothesis and tests of significance
 d. Either tests of hypothesis or tests of significance
 e. The calculation of difference in means

a

 21. Usually, which size of sample is considered a ‘large sample’?
 a. Greater than and equal to 20
 b. Greater than and equal to 25
 c. Greater than and equal to 30
 d. Greater than and equal to 35
 e. Greater than and equal to 40

c

 22. If the population standard deviation is not known, which distribution 
do we use?

 a. F
 b. Z
 c. t
 d. χ2

 e. Normal

c

 23. What is the condition for the difference between the hypothesised pop-
ulation parameter and the actual value for automatic rejection of our 
hypothesis? The sample size should be

 a. Large
 b. Small
 c. Either large or small
 d. Both large and small
 e. Between −1 and +1

a

 24. Each new employee is given an identification number. The personnel 
files are arranged sequentially starting with employee number 0001. To 
sample the employees, the number 0153 was first selected. Then, num-
bers 0253, 0353, 0453 and so on became members of the sample. This 
type of sampling is called

 a. Simple random sampling
 b. Systematic sampling
 c. Stratified random sampling
 d. Cluster sampling
 e. Area sampling

b
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 25. ‘Sampling error’ as used in statistical inference
 a. Indicates that a Type I error has been made
 b. Indicates that a Type II error has been made
 c. Is the difference between a large statistic and its corresponding pop-

ulation parameter
 d. Indicates that the Z-test must be used
 e. Indicates that the t-test must be used

c

 26. A Type II error is committed if we
 a. Reject a true null hypothesis
 b. Accept the null hypothesis when it is actually false
 c. Reject the alternate hypothesis when it is actually false
 d. Accept the alternate hypothesis when it is actually false
 e. Accept both the null and alternate hypotheses at the same time

b

 27. A machine is programmed to produce tennis balls so that the mean 
bounce is 36  inches when the ball is dropped from a platform. The 
supervisor suspects that the mean bounce has changed and is less than 
36 inches. An experiment is to be conducted using 42 tennis balls. The 
5% significance level is to be used to test the hypothesis. The sample 
mean is computed to be 35.5 inches and the standard deviation of the 
sample 0.9 inches. What is the value of Z?

 a. −1.60
 b. −2.60
 c. −3.60
 d. −4.60
 e. −5.60
  Explanation:
  H0: µ = 36
  H1: µ < 36
  H0 is rejected if the computed value of Z is less than −1.645
  Z = (35.5 – 36)/(0.9/√42)
    = −3.60

c

28.1 to 28.3. For the following problem:
  A firm with plant in two metropolitan areas adjusts the hourly wages 

paid to its employees in one area if there is a significant difference 
between the two population mean hourly wages. Based on the follow-
ing sample data, is there a difference between the two mean wages? To 
solve the problem, answer these questions.

28.1. What are the null and alternate hypotheses?
 a. H0: μ1 = μ2   H1: μ1 ≠ μ2

 b. H0: μ1 < μ2   H1: μ1 > μ2

a
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 c. H0: μ1 > μ2   H1: μ1 < μ2

 d. H0: μ1 ≠ μ2   H1: μ1 = μ2

 e. H0: μ1 ≤ μ2  H1: μ1 ≥ μ2

28.2. This test belongs to which category?
 a. Two-tailed test
 b. One-tailed test
 c. Right-tailed test
 d. Left-tailed test
 e. Either right-tailed or left-tailed test
  Explanation: This is a two-tailed test, because no direction is specified.

a

28.3. Using the 0.05 level, what is the critical value or values?
 a. H0 is rejected if Z < −1.96
 b. H0 is rejected if Z > −1.96
 c. H0 is rejected if Z ≤ −1.96 and Z ≥ 1.96
 d. H0 is rejected if Z ≥ −1.96 and Z ≤ 1.96
 e. H0 is rejected if Z < −1.96 or Z > 1.96
  Explanation:
  H0 is rejected if Z < −1.96 or Z > 1.96

e

 29. To test a hypothesis involving proportions, both np and n(1 − p) should
 a. Exceed 30
 b. Exceed 5
 c. Lie in the range from 0 to 1
 d. Be at least −2.58
 e. Be at least +2.58

b

 30. The 0.01 level is used in an experiment, and a one-tailed test is applied. 
Computed Z is −1.8. This indicates that

 a. H0 should not be rejected.
 b. We should reject H0 and accept H1.
 c. We should take a larger sample.
 d. We should take a smaller sample.
 e. We should have used the 0.05 level of significance.

a

 31. The hypotheses are H0: µ = 240 inches of pressure; H1: µ ≠ 240 inches of 
pressure.

 a. A one-tailed test is being applied.
 b. A two-tailed test is being applied.
 c. A three-tailed test is being applied.
 d. The right test is being applied.
 e. The wrong test is being applied.

b
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Questions Answers
 32. What level of measurement is required for the goodness of fit test?
 a. Ordinal level and nominal level
 b. Ordinal level or nominal level
 c. At least nominal level
 d. At least ordinal level
 e. Any other level

c

33.1 to 33.3. For the following problem:
  A firm manufacturing two types of electrical items, A and B, can make a 

profit of Rs. 20 per unit of A and Rs. 30 per unit of B. Both A and B make 
use of two essential components: a motor and a transformer. Each unit 
of A requires three motors and two transformers, and each unit of B 
requires two motors and four transformers. The total supply of compo-
nents per month is restricted to 210 motors and 300 transformers. Type 
B also requires a voltage stabiliser, the supply of which is restricted to 
65 units per month.

Answer the following:
33.1. The objective function will be

 a. Minimise Z = 20x + 30y
 b. Maximise Z = 20x + 30y
 c. Minimise Z = 30x + 20y
 d. Maximise Z = 30x + 20y
 e. Maximise or minimise Z = 20x ± 30y

b

33.2.  On which of the following sets of degrees of freedom is the 
F-distribution based?

 a. 2
 b. 3
 c. 1
 d. 4
 e. 5

a

33.3. The source of variation in the data is
 a. Treatment
 b. Error
 c. Mean square treatment
 d. Mean square error
 e. Sum of squares due to error

a

 34. For the ANOVA procedure, the population should be skewed
 a. Negatively
 b. Positively
 c. Normally

c
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 d. Log-normally
 e. Exponentially
 35. Rejecting the null hypothesis in an ANOVA procedure indicates that
 a. All pairs of means differ.
 b. All pairs of means are equal.
 c. Some pairs of means are equal.
 d. At least one pair of means is different.
 e. At least one pair of means is equal.

d

 36. If the significance level is 0.05 and there are 3 degrees of freedom in the 
numerator and 12 in the denominator, the critical value of F is

 a. 1.49
 b. 2.49
 c. 3.49
 d. 4.49
 e. 5.49

c

37.1 to 37.4. 
The following is a two-way ANOVA table.

Source Sum of Squares Degrees of Freedom Mean Square

Treatment 50 2 25
Blocks 24 3 8
Error 48 6 8
Total 122 11

37.1. How many treatments are there?
 a. 2
 b. 3
 c. 4
 d. 5
 e. 6

b

37.2. How many blocks are there?
 a. 2
 b. 3
 c. 4
 d. 5
 e. 6

c

37.3. How many samples are there in the problem?
 a. 12
 b. 11
 c. 10

a
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 d. 9
 e. 8

37.4.  Conduct a test for treatments. Is there a significant difference among 
the treatment means? Use the 0.05 significance level.

 a. No difference in the treatment means
 b. Difference in the treatment means
 c. No difference in the block means
 d. Difference in the block means
 e. Difference in treatment and block means

 Explanation:
 H0: µ1 = µ2 = µ3

 H1: Not all treatment means are the same.
 H0 is rejected if F > 5.14 (using the 0.05 significance level). F = 25/8 = 3.125.
 H0 is rejected. There is no difference in the treatment means.

a

 38. The square of the coefficient of correlation is called
 a. Coefficient of correlation
 b. Coefficient of regression
 c. Coefficient of determination
 d. Coefficient of non-determination
 e. Pearson’s product moment correlation

c

 39. The variable used to predict another variable is called the
 a. Dependent variable
 b. Independent variable
 c. Correlation variable
 d. Student’s t-variable
 e. Random variable

b

 40. The method used to arrive at the ‘best-fitting’ straight line in regression 
analysis is

 a. Freehand method
 b. Non-determination method
 c. Determination method
 d. Least-squares method
 e. Correlation method

d

 41. In the regression equation for the straight line, the value of b would be 
about

 a. −1.00
 b. +1.00
 c. 0
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 d. −0.50
 e. +0.50

c

 42. The seasonal variation is the pattern in a time series within a
 a. Week
 b. Month
 c. Year
 d. 3 months
 e. Half year

b

 43. The behaviour of a variable is considered to be cyclic only if the move-
ments recur after a period of more than

 a. 1 month
 b. 6 months
 c. 1 year
 d. 18 months
 e. 2 years

c

 44. Seasonal factors are usually computed on a
 a. Monthly basis
 b. Quarterly basis
 c. Monthly or quarterly basis
 d. Yearly basis
 e. Monthly and quarterly basis

c

 45. The choices available to the decision maker are called the
 a. Options
 b. Either
 c. Or
 d. Alternatives
 e. Except

d

 46. Future events that cannot be controlled are called the
 a. Uncontrolled nature
 b. Uncertain nature
 c. States of nature
 d. Condition of nature
 e. Uncertainty of nature

c

 47. The combination of a particular state of nature and a particular decision 
alternative is called the

 a. Pay-off table
 b. Pay-off
 c. State of nature
 d. Opportunity loss
 e. Maximax

b
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 48. All possible combinations of states of nature and decision alternatives is 

called a
 a. Pay-off table
 b. Pay-off
 c. State of nature
 d. Opportunity loss
 e. Maximax

a

 49. Expected value, E(X) =
 a. X ΣP(X)
 b. X2 ΣP(X)
 c. X ΣP(X)2

 d. Σ XP(X)
 e. Σ XP(X)2

d

 50. For the following sample of paired observations
  X: 2 4 6 8 10
  Y: 10 8 6 4 2
  Covariance between X and Y is
 a. −8
 b. +8
 c. −10
 d. +10
 e. ±8

c

 51. For the following paired data of a population
 X: 4 4 5 6 7 10
 Y: 6 7 5 6 4 1
 f: 1 3 5 6 4 1

Covariance between X and Y is
 a. −10,125
 b. −1.225
 c. +1.225
 d. −1.425
 e. +1.425

d

 52. In the case of a binomial distribution, the trials are statistically
 a. Mutually exclusive
 b. Not mutually exclusive
 c. Independent
 d. Dependent
 e. Either mutually exclusive or not mutually exclusive

c
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 53. The purpose of regression analysis is to arrive at the regression equa-

tion to predict the value of
 a. One variable
 b. Two variables
 c. n − 1 variables
 d. n variables
 e. n + 1 variables

a

 54. For the binomial distribution, mean and variance are
 a. n and np
 b. np and np 2

 c. np and nq2

 d. np and npq
 e. n and np

d

 55. Because of the symmetry of the normal probability distribution, which 
of the following distributions are also at the centre?

 a. Mean and mode
 b. Mean and standard deviation
 c. Median and variance
 d. Mean and mode
 e. Median and mode

e

 56. If σ is the standard deviation of the normal distribution, what percent-
age of the observation will be in the interval μ – 1.28 σ to μ + 1.28 σ?

 a. 98%
 b. 95%
 c. 99%
 d. 80%
 e. 97%

d

 57. What is the probability that an observation from a standard normal dis-
tribution will lie in the interval −1.96 to 1.96?

 a. 98%
 b. 95%
 c. 99%
 d. 80%
 e. 97%

b

 58. What is the probability that an observation from a standard normal dis-
tribution will lie in the interval −2.33 to 2.33?

 a. 98%
 b. 95%
 c. 99%

a
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 d. 80%
 e. 97%
 59. What is the probability that an observation from a standard normal dis-

tribution will lie in the interval −1.28 to 1.28?
 a. 98%
 b. 95%
 c. 99%
 d. 80%
 e. 97%

d

 60. A normal variable X has a mean of 56 and a standard deviation of 12. 
The Z value corresponding to the X value of −5 is

 a. −1.08
 b. −2.08
 c. −3.08
 d. −4.08
 e. −5.08

e

 61. A normal variable has a mean of 10 and a standard deviation of 5. What 
is the probability that the normal variable will take a value in the inter-
val 0.2 to 19.8?

 a. 98%
 b. 95%
 c. 99%
 d. 80%
 e. 97%

b

 62. In which sampling method does each element have an equal chance 
of being selected but each sample not have the same chance of being 
selected?

 a. Stratified
 b. Simple random
 c. Systematic
 d. Cluster
 e. Random sampling

c

 63. A factory produces a certain type of output by three types of machine. 
The respective daily production figures are Machine I: 3000 Units; 
Machine II: 2500 Units; Machine III: 4500 Units. Past experience shows 
that 1% of the output produced by Machine I is defective. The corre-
sponding fractions of defective produce for the other two machines are 
1.2% and 2%, respectively. An item is drawn at random from the day’s 
production run and is found to be defective. What is the probability 
that it comes from the output of random from the day’s production run 
and is found to be defective. The probability that defective items comes 
from the output of Machine I, Machine II and Machine III, respectively?

a
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 a. 1/5, 1/5, 3/5
 b. 3/5, 1/5, 1/5
 c. 3/5, 3/5, 1/5
 d. 1/5, 3/5, 1/5
 e. 3/5, 3/5, 3/5
 f. 1/5, 1/5, 1/5
 64. In the throw of a die, the six faces numbered 1, 2, 3, 4, 5 and 6 are
 a. Equally likely
 b. Independent
 c. Mutually exclusive
 d. Dependent
 e. Events or cases
  Explanation:
  Here, the happening of any one of them excludes the happening of all 

others in the same experiment.

c

 65. A Poisson distribution may be obtained as a limiting case of binomial 
probability distribution under the following conditions. Which one of 
the following is not a condition?

 a. The number of trials is indefinitely large.
 b. The probability of success is small.
 c. The probability of success is large.
 d. np is finite.
 e. m = np.

c

 66. In the summer, a truck driver gets on average one puncture in 1000 km. 
Find the probability that he will have no puncture.

 a. e−1

 b. e−2

 c. e−3

 d. e−4

 e. e−5

c

 67. Simple random sampling is not a popular method because
 a. It requires an up-to-date frame.
 b. It is time consuming and costly.
 c. It may not reflect the true characteristics of the population.
 d. It is not a probability sampling.
 e. It gives highly improbabilistic results.

d

 68. If the two lines of regression are 4x – 5y + 30 = 0 and 20x – 9y −107 = 0, 
which of these is the line of regression of x on y?

 a. First
 b. Second

b
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 c. First and second both
 d. Neither first nor second
 e. Can’t say
  Explanation:
  Suppose that the first equation is the equation of the line of regression 

of x and y, and the second is the equation of the line of regression of y 
on x. Bring in the form of y = mx + c and find the slopes, denote them 
by bxy and byx, and use the formula r2 = byx. bxy. If r2 < 1, then our sup-
position is correct; otherwise, it is wrong.

 69. In systematic sampling, which unit is selected at random?
 a. All
 b. Some
 c. Odd
 d. First
 e. Even

d

 70. The equations of two lines of regression obtained in a correlation analy-
sis are 2x = 8 – 3y and 2y = 5 – x. Obtain the value of the correlation 
coefficient.

 a. r = +0.866
 b. r = −0.866
 c. r = +0.086
 f. r = −0.086
 g. r = ±0.0086

b

 71. If two regression coefficients are 0.8 and 1.2, what would be the value of 
the coefficient of correlation?

 a. 0.9798
 b. 0.9879
 c. 0.9978
 d. 0.9897
 e. 0.9798

a

 72. Primary data is collected by          methods.
 a. 2
 b. 3
 c. 4
 d. 5
 e. 6

c

 73. Name the data that is originally collected for any investigation.
 a. Secondary
 b. Primary
 c. Primary and secondary

b
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 d. Primary or secondary
 e. Neither primary nor secondary
 74. A factory is producing 50,000 pairs of shoes daily. From a sample of 500 

pairs, 2% were found to be of substandard quality. Estimate the number 
of pairs that can be reasonably expected to be spoiled in daily produc-
tion and assign limits at the 95% level of confidence.

 a. (0.0087, 0.0322)
 b. (0.0887, 0.3322)
 c. (0.0787, 0.2322)
 d. (0.0787, 0.3322)
 e. (0.0078, 0.0322)

e

 75. Two dice are thrown, and the sum of the numbers on the faces up is 
obtained. The probability of this sum being 2 is

 a. 1/6
 b. 1/36
 c. 1/18
 d. 1/9
 e. 1/3

b

 76. The chance of drawing a white ball in the first draw and again a white 
ball in the second draw without replacement of the ball in the first draw 
from a bag containing six white and four red balls is

 a. 2/10
 b. 6/10
 c. 5/10
 d. 36/100
 e. 1/3

e

 77. For two independent events, A and B, for which P(A)  =  1/2 and 
P(B) = 1/3, the probability that at least one of them occurs is

 a. 5/6
 b. 2/3
 c. 1/2
 d. 4/3
 e. 5/3

Explanation: P(H2|H1) = P(H2) = 1/2 (since H1 and H2 are independent).

a

 78. Which of the following is an example of a Bernoulli process?
 a. Tossing a coin a random number of times
 b. Tossing a coin till a head is obtained
 c. Tossing a coin for a fixed number of times
 d. Tossing a coin till 50% success is obtained

c
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Questions Answers
 79. The value of r2 for a particular situation is 0.49. What is the coefficient of 

correlation?
 a. 0.49
 b. 0.7
 c. 0.07
 d. Cannot be determined for the information given.

d

 80. For solving a problem using quantitative methods, the following steps 
are involved:

 a. Defining the problem
 b. Observing the organisational environment
 c. Data collection
 d. Arriving at the solution
 e. Constructing a model
 f. Presenting the solution
  Which is the correct order of solving the problem in Q.M.?
 i. abcdef
 ii. acbedf
 iii. baecdf
 iv. fedcba
 v. abdcef

iii

 81. What is the general form of relationship among A.M, G.M. and H.M.?
 a. A.M. ≤ G.M. ≥ H.M.
 b. A.M. ≥ G.M. ≥ H.M.
 c. A.M. ≤ G.M. ≤ H.M.
 d. A.M. = H.M. ≤ G.M.

b

 82. Which Venn diagram shows mutually exclusive events?

    (a) (b) (c) (d)

b

 83. If two events, A and B, are not mutually exclusive, then the probability 
that neither A nor B occurs is equal to

 a. 1 – P(AB)
 b. P(AB) – 1
 c. 1 – [P(A) = P(B) – P(AB)]
 d. P(A) = P(B) – P(AB) – 1

c
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Questions Answers
 84. One card is drawn from a deck of 52 cards. What is the probability of 

the card being either red or a king?
 a. 7/13
 b. 1/26
 c. 1/13
 d. 1/2

a

 85. The variation due to events such as floods, strikes and war in time-
series data can be classified as

 a. Secular trend
 b. Cyclical variation
 c. Seasonal variation
 d. Irregular variation

d
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Glossary

administration error: is an error caused by improper administration or execution of the 
research task

analysis of variance for regression: the procedure for computing the F-ratio used to test 
the significance of the regression as a whole

arithmetic mean: is equal to sum of the values divided by the number of values
attitudes: learned predispositions that project a positive or negative behaviour consis-

tently towards various objects of the world
audit: an in-depth analysis of the existing situation in a firm
auto-correlation: similar to correlation in that it describes the association between values 

of the same variable but at different time periods. Auto-correlation coefficients 
provide important information about the underlying patterns in the data

average absolute deviation: in a data set, the average distance of the observations from 
the mean

average deviation: the arithmetic mean of the absolute deviations from the mean or the 
median

Bayes’ theorem: the formula for conditional probability under statistical dependence
binary questions: those questions that permit only two possible answers
binomial distribution: a probability distribution expressing the probability of one set of 

the dichotomous alternatives, that is, success or failure
business research design: it can be defined as the plan and structure of inquiry formu-

lated to obtain answers to research questions on business aspects
business research process: the business research process involves a series of steps that 

systematically investigate a problem or an opportunity facing the organisation
census: the measurement or examination of every element in the population. It is the col-

lection of each and every item in the given population or universe
central limit theorem: a rule ensuring that the sampling distribution of the mean 

approaches normal as the sample size increases, regardless of the shape of the 
population distribution from which the sample is selected

certainty: the decision environment in which only one state of nature exists
checklist questions: checklist questions allow the participants to choose one or more of 

the response options available
chi-square distribution: a family of probability distributions, differentiated by their 

degrees of freedom, used to test a number of different hypotheses about variance, 
proportions and distributional goodness of fit

class limits: class limits are the smallest and largest observations (data, events, etc.) in each 
class. Therefore, each class has two limits: a lower and upper

class mark: the midpoint of a class in a frequency distribution, that is, the average of the 
lower and upper limits

close-ended questions: close-ended questions refer to those questions that restrict the 
interviewee’s answers to predefined response options

cluster: within a population, groups that are essentially similar to each other, although the 
groups themselves have wide internal variation

cluster analysis: cluster analysis can be defined as a set of techniques used to classify 
objects into relatively homogeneous groups called clusters
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cluster sampling: a probability sampling method in which the population is first divided 
into clusters, and then one or more clusters are selected for sampling

cluster sampling: a method of random sampling in which the population is divided into 
groups, or clusters, of elements and then a random sample of these clusters is selected

coefficient of correlation: the square root of the coefficient of determination. Its sign indi-
cates the direction of the relationship between two variables: direct or inverse. 
A number lying between −1 (perfect negative correlation) and +1 (perfect positive 
correlation) to quantify the association between two variables

coefficient of variation: the ratio of standard deviation to mean expressed as a percentage
coefficient of variation: a relative measure of dispersion, comparable across distributions, 

which expresses the standard deviation as a percentage of the mean
cohort panel: defined as those people within a geographically or otherwise delineated popu-

lation who experienced the same significant life event within a given period of time
collective exhaustive events: the list of events that represents all the possible outcomes of 

an experiment
computed: to compute is to calculate, either literally or figuratively
conditional probability: the probability of one event occurring, given that another event 

has occurred
conditional profit: the profit that would result from a given combination of decision alter-

native and state of nature
confidence level: the probability that we associate with an interval estimate of a popula-

tion parameter indicating how confident we are that the interval estimate will 
include the population parameter

consumer panels: continuous consumer panels are those panels that monitor shifts in 
individual or specific household behaviours and attitudes over a period of time

consumer price index: the US government prepares this index, which measures changes 
in the prices of a representative set of consumers or fractions

continuous data: data that may progress from one class to the next without a break and 
may be expressed by either whole numbers or fractions

continuous random variable: a random variable allowed to take on any value within a 
given range

continuous scales: in continuous scales, respondents are asked to rate items being studied 
by marketing at an appropriate place on a line drawn from one extreme of the 
scale to the other

control group: a control group is a group of test units that are not exposed to the change 
in the independent variable

convenience sampling: a type of non-probability sampling method in which selection of 
units from the population is based on their easy availability and accessibility to 
the researcher

correlation: degree of association between two variables
correlation analysis: a technique to determine the degree to which variables are linearly 

related
covariance: this is the joint variation between the variables X and Y, mathematically defined as

 
S X X Y Y

n
i j-( ) -( )

 for n data points
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cumulative frequency distribution: a tabular display of data showing how many obser-
vations lie above, or below, certain values

curvilinear relationship: an association between two variables that is described by a 
curved line

data: a collection of any number of related observations on one or more variables
data array: the arrangement of raw data by observations in either ascending or descending 

order
data point: a single observation from a data set
data-processing error: an error that occurs because of incorrect data entry, incorrect com-

puter programming or any other error during data analysis
data set: a collection of data
decision point: a branching point that requires a decision
decision tree: a graphic display of the decision environment, indicating decision alterna-

tives, states of nature, probabilities attached to those states of nature, and condi-
tional benefits and losses

decomposition: identifying the trend, seasonality, cycle and randomness in a time 
series

Delphi: a method of collecting information from experts, useful for long-term forecasting. 
It is iterative in nature and maintains anonymity to reduce subjective bias

dependent variable: the variable we are trying to predict in regression analysis. The 
variable of interest or focus that is influenced by one or more independent 
variable(s)

depth interview: a depth interview is a type of qualitative research approach in which a 
trained moderator conducts interviews with individuals, rather than with groups, 
to obtain information about a product or brand

descriptive models: models that are used to describe the behaviour of a system based on 
data

descriptive statistics: concerned with the analysis and synthesis of data so that a better 
description of the situation can be made

descriptive studies: a type of formal research in which the objectives are clearly estab-
lished. In descriptive studies, a researcher gathers details about all aspects of a 
problem situation

diary panel: a panel of households who continuously record their purchases of selected 
products in a diary

direct relationship: a relationship between two variables such that as the independent 
variable’s value increases, so does the value of the dependent variable

discrete data: data that does not progress from one class to the next without a break; that 
is, where classes represent distinct categories or counts and may be represented 
by whole numbers

discrete probability distribution: a probability distribution in which the variable is 
allowed to take on a limited number of values

discrete random variable: a random variable that is allowed to take on only a limited 
number of values

dispersion: the scatter or variability in a set of data
dummy variable: in statistics, particularly in regression analysis, a dummy variable, also 

known as an indicator variable or qualitative variable, is one that takes the value 
0 or 1 to indicate the absence or presence of some categorical effect that may be 
expected to shift the outcome 
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estimate: a specific observed value of an estimator. A value obtained from data for a 
certain parameter of the assumed model or a forecast value obtained from the 
model

estimating equation: a mathematical formula that relates the unknown variable to the 
known variables in regression analysis

event: one or more of the possible outcomes of doing something, or one of the possible 
outcomes of an experiment

expected frequencies: the frequencies we would expect to see in a contingency table or 
frequency distribution if the null hypothesis is true

expected marginal loss: the marginal loss multiplied by the probability of not selling that 
unit

expected marginal profit: the marginal profit multiplied by the probability of selling that 
unit

expected profit: the summation of the conditional profits for a given decision alternative, 
each weighted by the probability that it will happen

expected profit with perfect information: the expected value of the profit with perfect 
certainty about the occurrence of the states of nature

expected value: a weighted average of outcomes of an experiment
expected value criterion: a criterion requiring the decision maker to calculate the expected 

value for each decision alternative (the sum of the weighted pay-offs for that alter-
native in which the weights are the probability values assigned by the decision 
maker to the states of nature that can happen)

expected value of a random variable: the sum of the products of each value of the random 
variable with that value’s probability of occurrence

expected value of perfect information: the difference between expected profits (under 
conditions of risk) and expected profit with perfect information

experiment: the activity that results in, or produces, an event
experiment: an experiment refers to the process of manipulating one or more variables and 

measuring their effect on the other variables, while controlling external variables
experimental group: a group of test units that are exposed to a change in the independent 

variable
explanatory models: models that are used to explain the behaviour of a system by estab-

lishing relationships between its various components
exploratory research: research conducted for a problem that has not been clearly defined. 

It often occurs before we know enough to make conceptual distinctions or posit 
an explanatory relationship. It helps to determine the best research design, data 
collection method and selection of subjects 

exponential smoothing: a short-term forecasting method based on weighted averages of 
past data so that the weightage declines exponentially as the data recedes into the 
past, with the highest weightage being given to the most recent data

finite population: a population having a stated or limited size
finite population multiplier: a factor used to correct the standard error of the mean for 

studying a population of finite size that is small in relation to the size of the 
sample

focus group: a group of individuals selected and assembled by researchers to discuss and 
comment on, from personal experience, a topic that is the subject of the research

forecasting: it is the process of making predictions of the future based on past and pres-
ent data and analysis of trends. Businesses utilize forecasting to determine how to 
allocate their budgets or plan for anticipated expenses for an upcoming period of 



445Glossary

time. This is typically based on the projected demand for the goods and services 
they offer

fractile: in a frequency distribution, the location of a value at, or above, a given fraction of 
the data

frequency curve: a frequency polygon smoothed by adding classes and data points to a 
data set

frequency distribution: a line graph connecting the midpoints of each class in a data set, 
plotted at a height corresponding to the frequency of the class

generalisability: refers to the amount of flexibility in interpreting the data in different 
research designs

geometric mean: a measure of central tendency used to measure the average rate of change 
or growth for some quality, computed by taking the nth root of the product of n 
values representing change. The geometric mean of N observations is the Nth root 
of the product of the given value observations

goodness-of-fit test: a statistical test for determining whether there is a significant differ-
ence between an observed frequency distribution and a theoretical probability 
distribution hypothesised to describe the observed distribution

grand mean: the mean for the entire group of subjects from all the samples in the experiment
harmonic mean: of N observations is the reciprocal of the arithmetic mean of the recipro-

cals of the given values of N observations
histogram: a graph of a data set, composed of a series of rectangles, each proportionate in 

width to the range of values in a class and proportional in height to the number of 
items falling in the class, or the fraction of items in the class

hypothesis: a statement based on some presumptions about the existence of a relationship 
between two or more variables that can be tested through empirical data

independent variable: a variable over which the researcher is able to exert some control 
for studying its effect upon a dependent variable

independent variables: the known variable or variables in regression analysis. Variables 
that can either be set to a desirable value or takes values that can be observed but 
not controlled. Parameters of the model are estimated by minimising the sum of 
squares of error (discrepancy between fitted and actual value)

index number: a ratio that measures how much a variable changes over time
index of industrial production: prepared monthly by the Federal Reserve Board, the IIP 

measures the quantity of production in the areas of manufacturing, mining and 
utilities

inductive statistics: concerned with the developments of scientific criteria that can be used 
to derive information about a group of data by examining only a small portion 
(sample) of that group

interquartile range: the difference between the values of the first and the third quartiles, 
this difference indicates the range of the middle half of the data set

interval estimate: a range of values used to estimate an unknown population parameter
interval scale: a scale where there is equal distance between the points on the scale. 

Examples of interval scales are Fahrenheit and Celsius scales. They are similar to 
ordinal scales, but the intervals between the points on the scale are equal

interviewer error: interviewer error refers to an administrative error caused by mistakes 
committed by the interviewer while administering the questionnaire or recording 
the responses

inverse relationship: a relationship between two variables such that, as the independent 
variable increases, the dependent variable decreases
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itemised category scales: scales in which respondents have to select an answer from a 
limited number of ordered categories

joint probability: the probability of two events occurring together or in succession
judgement sampling: a method of selecting a sample from a population in which personal 

knowledge or expertise is used to identify those items from the population that 
are to be included in the sample

judgement sampling: a non-probability sampling method in which the selection of a unit 
from the population is based on the judgement of an experienced researcher or an 
expert

Laspeyres method: to weight an aggregates index, this method uses as weights the quanti-
ties consumed during the base period

least-squares method: a technique for fitting a straight line through a set of points in such 
a way that the sum of the squared vertical distances from the n points to the line 
is minimised

Likert scales: consist of a series of statements to which the respondent provides answers in 
the form of degree of agreement or disagreement. This expresses attitude towards 
the concept under study. The respondent selects a numerical score for each state-
ment to indicate the degree of agreement or otherwise. Each such score is finally 
added up to measure the respondent’s attitude

linear regression: fitting of any chosen mathematical model, linear in unknown param-
eters, to given data

linear relationship: a particular type of association between two variables that can be 
described mathematically by a straight line

mail survey: a survey in which questionnaires are sent to qualified respondents by mail 
or e-mail

marginal loss: the loss incurred from stocking a unit that is not sold
marginal probability: the unconditional probability of one event occurring; the probabil-

ity of a single event
marginal profit: the profit earned from selling one additional unit
mean: a central tendency measure representing the arithmetic average of a set of 

observations
measure of central tendency: a measure indicating the value to be expected of a typical 

or middle data point
measure of dispersion: a measure describing how scattered or spread out the observa-

tions in a data set are
measurement: the process of assigning numbers or labels to different objects under study 

to represent them quantitatively or qualitatively
median: the middle point of a data set, a measure of location that divides the data set into 

halves. It is that value of the variable which divides the distribution into equal parts
median class: the class in a frequency distribution that contains the median value for a 

data set
minimum probability: the probability of selling at least an additional unit that must exist 

to justify stocking that unit
mode: the value most often repeated in the data set. It is represented by the highest point 

in the distribution curve of a data set. It is that value of the variable which occurs 
the maximum number of times

model: a general mathematical relationship relating a dependent (or response) variable Y 
to independent variables X1, X2 …, Xk by a form Y = f(X1, X2 …, Xk)
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moving average: an average computed by considering the K most recent (for a K-period 
moving average) demand points, commonly used for short-term forecasting

multiple regression: the statistical process by which several variables are used to predict 
another variable

mutually exclusive events: events that cannot happen together
node: a point at which a chance event takes place on a decision tree
non-linear regression: fitting of any chosen mathematical model, non-linear in unknown 

parameters, to given data
non-parametric tests: statistical techniques that do not make restrictive assumptions 

about the shape of a population distribution when performing a hypothesis test
non-probability sample: a sample in which the selection of units is based on factors other 

than random chance, for example, convenience, prior experience or the judgement 
of the researcher

non-response errors: these errors arise when the survey does not include one or more pieces of 
information from a unit that has to be part of the study. They include failure to respond 
completely or even failure to respond to one or more questions of the surveyor

non-sampling errors or systematic errors: a systematic error refers to an error that occurs 
due to the nature of the research design and the precision of execution

normal distribution: a distribution of a continuous random variable with a single-peaked, 
bell-shaped curve. The mean lies at the centre of the distribution and the curve 
is symmetrical around a vertical line erected at the mean. The two tails extend 
indefinitely, never touching the horizontal axis

nominal scale: a nominal scale segregates data into categories that are mutually exclusive 
and collectively exhaustive. This scale assigns numbers to each of these categories, 
and these numbers do not stand for any quantitative value; hence, they cannot be 
added, subtracted or divided

obsolescence loss: the loss occasioned by stocking too many units and having to dispose 
of unsold units

ogive: a graph of a cumulative frequency distribution
omnibus surveys: surveys conducted using questionnaires that contain a pool of ques-

tions which are of interest to different clients
open-ended class: a class that allows either the upper or the lower end of a quantitative 

classification scheme to be timeless
open-ended question: a type of question that requires a participant to respond in his or 

her own words without being restricted to predefined response choices
operations research: a scientific method of providing executive departments with a quan-

titative basis for decision regarding the operations under control
opportunity loss: the profit that could have been earned if stock had been sufficient to 

supply a unit that was demanded
ordinal scale: in an ordinal scale, the measurement is done with order, indicating that the 

classifications are different, and also that the variables in the ordinal scale can be 
ranked

Paasche method: in weighing an aggregates index, the Paasche method uses as weights 
the quantities consumed during the current period

paired comparison scales: in paired comparison scales, respondents are asked to select 
one of two items in a pair based on preset criteria

panel: a group of individuals or organisations that have agreed to provide information to 
a researcher over a period of time
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panel survey: a type of longitudinal survey that involves collecting data from the same 
sample of individuals or households across time

parameters: the constant terms of the chosen model that have to be estimated before the 
model is completely specified

parameters: numerical values that describe the characteristics of a whole population, com-
monly represented by Greek letters

parameter values: are values that tell you something about a population. This is the oppo-
site of a statistic, which tells you something about a small part of the population 

pay-off: the benefit that accrues from a given combination of decision alternative and state 
of nature

percentage relative: ratio of a current value to a base value with the result multiplied 
by 100

percentiles: fractiles that divide the data into 100 equal parts
periodic surveys: surveys that are conducted at regular intervals – weekly, monthly, quar-

terly or annually
personal interviews: those interviews that involve the physical presence of a person act-

ing as a mediator on behalf of the researcher
pictorial scales: in pictorial scales, respondents are asked to rate a concept or statement 

based on their intensity of agreement or disagreement, on a scale. These scales are 
generally used for respondents who cannot analyse complex scales, such as young 
children or illiterates

pilot studies: these involve collecting data from the actual respondents in order to gain 
insight into the topic; this will help the researcher in conducting a larger study. 
Here, the data is collected informally in order to obtain the opinions of the 
respondents

point estimate: a single number that is used to estimate an unknown population parameter
Poisson distribution: a discrete distribution in which the probability of the occurrence of 

an event within a very small time period is a very small number, the probability 
that two or more such events will occur within the same small time interval is 
effectively 0, and the probability of the occurrence of the event within one time 
period is independent of where that time period is

population: a collection of all the elements we are studying and about which we are trying 
to draw conclusions. It is the collection of items on which information is required

population: the entire aggregation of items from which samples are drawn
population specification error: an error that results from an incorrect definition of the 

universe or population from which the sample is chosen
posterior probability: a probability that has been revised after additional information was 

obtained
precision: the degree of accuracy with which the sample means can estimate the popula-

tion mean, as revealed by the standard error of the mean
prediction: a term denoting the estimate or guess of a future variable that may be arrived 

at by subjective hunches or intuition
predictive models: models that are used to predict the status of a system in the near future 

based on data
price index: compares changes in price from one period to another
primary data: the collection of data by the investigator himself or herself
primary research: the collection of the information by interview or questionnaire designed 

for a specific need. It involves collection of data for the first time
probability: the chance that something will happen
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probability distribution: a list of the outcomes of an experiment with the probabilities 
mean we would expect to see associated with these outcomes

probability sampling: a type of sampling process in which every member of the popula-
tion has a computable and non-zero probability of being included in the sample

probability tree: a graphical representation showing the possible outcomes of a series of 
experiments and their respective probabilities

profile analysis: a process in which two or more objects are rated by respondents on a 
scale

projective technique: an unstructured, indirect form of questioning that encourages 
respondents to project their underlying motivations, beliefs, attitudes, or a feeling 
regarding the issue of concern

Q-sort scales: in a Q-sort scale, respondents are asked to sort various characteristics or 
objects that are being compared into various groups so that the distribution of the 
number of objects or characteristics in each group follows a normal pattern

qualifying questions: those questions that evaluate the respondent and qualify him or 
her for further questioning

quantiles: those values which divide the distribution into a fixed number of equal parts; 
for example, quartiles divide the distribution into four equal parts

quantitative techniques: the name given to the group of statistical and operations research 
(or programming) techniques

quantity index: a measure of how much the number or quantity of a variable changes 
over time

quartiles: fractiles that divide the data into four equal parts
quartile deviation: half of the interquartile range; a measure of the average range of one-

fourth of the data
quartile deviation: one-half the distance between the first and third quartiles
questionnaire: a device for getting answers to questions by using a form to which the 

respondent responds
questionnaire: a set of questions to be asked of respondents in an interview, with 

appropriate instructions indicating which questions are to be asked, and in 
what order

quota sampling: a non-probability sampling method that is constrained to include a pre-
determined number of units from each specified subgroup in the population, 
regardless of their actual probability of inclusion

random or probability sampling: a method of selecting a sample from a population in 
which all the items in the population have an equal chance of being chosen in the 
sample

random sampling error: the difference between the sample results and the results of a 
census conducted by identical procedures

random variable: a variable that takes on different values as a result of the outcomes of a 
random experiment

range: the distance between the highest and lowest values in a data set
rank correlation: a method for doing correlation analysis when the data are not available 

to use in numerical form, but when information is sufficient to rank the data
rank correlation coefficient: a measure of the degree of association between two variables 

that is based on the ranks of observations, not their numerical values
rank order scales: comparative scales, where the respondent is asked to rate an item in 

comparison with another item or a group of items against each other based on a 
common criterion
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ranking questions: those questions which require the participant to rank the response 
options listed on a continuum basis in order of preference

ratio scales: ratio scales have a fixed zero point and also have equal intervals. Unlike the 
ordinal scale, the ratio scale allows the comparison of two variables measured on 
the scale. This is possible because the numbers or units on the scales are equal at 
all levels of the scale

raw data: information before it is arranged or analysed by statistical methods
reference database: a reference database provides a bibliography of documents, abstracts 

or locations of original information
regression: It is a statistical device with the help of which we are in a position to estimate 

or predict the unknown values of one variable from known values of another vari-
able. The variable which is used to predict the variable of interest is called the 
independent variable, and the variable we are trying to predict is called the depen-
dent variable 

regression line: a line fitted to a set of data points to estimate the relationship between 
two variables

relative frequency distribution: the display of a data set that shows the fraction or per-
centage of the total data set that falls into each of a set of mutually exclusive classes

relative variation: used to compare two or more distributions by relating the variation of 
one distribution to the variation of the other

relevance: refers to the appropriateness of using a particular scale for measuring a vari-
able. It can be represented as relevance = reliability × validity

reliability: it is considered that when the outcome of a measuring process is reproducible, 
the measuring instrument is reliable. Reliable measuring scales provide stable 
measures at different times under different conditions

representative sample: a sample that contains the relevant characteristics of the popula-
tion in the same proportion as they are included in that population

research design: the actual framework of research that provides the specific details regard-
ing the process that needs to be followed in conducting the research

response bias: a survey error that results from the inclination of people to answer a question 
falsely, through either deliberate misrepresentation or unconscious falsification

response variable: see dependent variable
sample: a collection of some, but not all, of the elements of the population under study, 

used to describe the population
sample: a portion of the elements in a population chosen for direct examination or mea-

surement. A sample is any group of measurements selected from a population
sample selection error: a systematic error that occurs because of an inaccuracy in either 

the sample design stage or the execution of the sampling procedure, resulting in 
an unrepresentative sample

sample space: the set of all possible outcomes of an experiment
sampling: the act, process or technique of selecting a representative part of a population 

for the purpose of determining the characteristics of the whole population
sampling distribution: a statistic for a given population, a probability distribution of all 

the possible values a statistic may take on for a given sample size
sampling error: error or variation among sample statistics due to chance; that is, differ-

ence between each sample and the population and among several samples, which 
are due to solely to the elements we happened to choose for the sample

sampling frame error: an error in which the list of members of the sample does not cor-
respond exactly with the target population
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sampling unit: a basic unit that contains a single element or a group of elements of the 
population to be sampled

scale: a scale can be defined as a set of numbers or symbols developed in a manner so as 
to facilitate the assigning of these numbers or symbols to the units under research 
following certain rules

scaling: the process of measuring quantitative aspects of subjective or abstract concepts. It 
is a method to assign numbers or symbols to some attributes of an object

scatter diagram: an ungrouped plot of two variables on the X and Y axes.
  A graph of points on a rectangular grid; the X and Y coordinates of each 

point correspond to the two measurements made on some particular sample ele-
ment, and the pattern of points illustrates the relationship between the two variables

seasonal index: a number with a base of 1.00 that indicates the seasonality for a given 
period in relation to other periods

secondary data: the collection of data compiled by someone other than the user
secondary data: data that already exists, which has been collected by some other person 

or organisation for their use, but which is later made available to other researchers 
free or at a concessional rate

secondary data: data that has already been collected previously for some other research 
purpose. It can be obtained from magazines, journals, online articles, company 
literature and so on

secondary data study: a secondary data study is concerned with the analysis of already 
existing data that is related to the research topic in question

selection bias: an improper assignment of respondents to treatment conditions
semantic differential scales: scales that are used to describe a set of beliefs that underline 

a person’s attitude towards an organisation, product or brand. This scale is based 
on the principle that individuals think dichotomously, or in terms of polar oppo-
sites, such as reliable–unreliable, modern–old fashioned, cold–warm and so on

sensitivity: refers to an instrument’s ability to accurately measure variability in stimuli or 
responses

significance level: a value indicating the percentage of sample values that are outside 
certain limits, assuming the null hypothesis is correct; that is, the probability of 
rejecting the null hypothesis when it is true

simple random sampling: methods of selecting samples that allow each possible sample 
an equal probability of being picked and each item in the entire population an 
equal chance of being included in the sample

simple random sampling: a type of probability sampling method in which each element 
in the target population has an equal chance or probability of inclusion in the 
sample

single item scales: scales with only one item to measure. Itemised category scales are most 
commonly used under single item scales

situational errors: the errors arising due to various situational factors
skewness: lack of symmetry
slope: a constant for any given straight line, whose value represents how much each unit 

change of the independent variable changes the dependent variable
source databases: source databases usually publish numerical data, full text or a combina-

tion of both
standard deviation: the positive square root of the variance; a measure of dispersion in the 

same units as the original data, rather than in the squared units of the variance. It 
is the root mean square deviation of a given set of data
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standard error: the standard deviation of the sampling distribution of a statistic
standard error of estimate: a measure of the reliability of the estimating equation, indicat-

ing the variability of the observed points around the regression line; that is, the 
extent to which observed values differ from their predicted values on the regres-
sion line

standard error of the mean: the standard deviation of the sampling distribution of the 
mean; a measure of the extent to which we expect the means from different sam-
ples to vary from the population mean due to the chance error in the sampling 
process

standard error of the regression coefficient: a measure of the variability of sample regres-
sion coefficients around the true population regression coefficient

standard normal probability distribution: a normal probability distribution, with mean 
μ = 0 and standard deviation σ = 1

state of nature: future event not under the control of the decision maker
statistical data: numerical description of quantitative aspects of things. These descriptions 

may take the form of counts or measurements
statistical decision theory: it is concerned with the establishment of rules and procedures 

for choosing the course of action from alternative courses of action in a situation 
of uncertainty

statistical methods: these methods include all those devices of analysis and synthesis by 
means of which statistical data is systematically collected and used to explain or 
describe a given phenomenon

statistics: numerical measures describing the characteristics of a sample
strata: groups within a population formed in such a way that each group is relatively 

homogeneous, but wider variability exists among the separate groups
stratified random sampling: a type of probability sampling method in which the popula-

tion is separated into groups (strata), usually based on some internal similarities, 
and then a random sample is selected within each stratum

stratified sampling: a method of random sampling in which the population is divided into 
homogeneous groups, or strata, and elements within each stratum are selected at 
random according to one of two rules: (1) a specified number of elements are drawn 
from each stratum corresponding to the proportion of that stratum in the popu-
lation or (2) an equal number of elements are drawn from each stratum and the 
results are weighted according to the stratum’s proportion of the total population

subjective probability: probability based on the personal beliefs of the person making the 
probability estimate

survey: a research technique that is used to gather information from a sample of respon-
dents by employing a questionnaire

survey research: a method of collecting information that involves asking a set of preformulated 
questions in a predetermined sequence in a structured questionnaire to a sample of 
individuals drawn so as to be representative of a defined population

symmetrical: a characteristic of a distribution in which each half is the mirror image of 
the other half

syndicated data: data produced by a market research firm, which provides a body of simi-
lar data compiled from a large number of sources, organised into a common for-
mat for a fee to its subscribers

systematic sampling: a method of random sampling used in statistics in which elements 
to be sampled are selected from the population at a uniform interval that is mea-
sured in time, order or space
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systematic sampling: a type of probability sampling method in which sample selection 
begins at a random starting point but subsequently selects additional sampling 
units at equal intervals along a stated gradient or numbered list

Thurstone scales: in Thurstone scales, researchers select a group of 80–100 items indicat-
ing the different degrees of favourable attitude towards a concept under study. 
Once items are selected, they are given to a group of judges, who are asked to 
categorise them according to how much they favour or disfavour them

time lag: the length between two time periods, generally used in time series, where one 
may test, for instance, how values of periods 1, 2, 3, 4 correlate with values of peri-
ods 4, 5, 6, 7 (time-lag 3 periods)

time series: information accumulated at regular intervals and the statistical methods used 
to determine patterns in such data. Sets of observations at equal time intervals, 
which may form the basis of future forecasting. Any data on demand, sales or 
consumption taken at regular intervals of time constitutes a time series.

time-series analysis: comprises methods for analysing time series data in order to extract 
meaningful statistics and other characteristics of the data

time-series model: a model that predicts the future by expressing it as a function of the 
past

transformations: mathematical manipulations for converting one variable into a different 
form, so we can fit curves as well as lines by regression

trend: a growth or decline in the mean value of a variable over the relevant time span
type I error: rejecting a null hypothesis when it is true
type II error: accepting a null hypothesis when it is false
unconscious misrepresentation: a situation in which a respondent gives wrong or esti-

mated information due to ignorance and forgetfulness even though he or she has 
no intention of doing so

unweighted aggregates index: uses all the values considered, where each value is of equal 
importance

unweighted average of relatives methods: to construct an index number, this method 
first finds the ratio of the current price to the base price for each product, adds the 
resulting percentage relatives, and then divides by the number of products

utility: the value of a certain outcome or pay-off to someone; the pleasure or displeasure 
someone derives from an outcome

validity: the ability of a scale or a measuring instrument to measure what it is intended to 
measure can be termed the validity of the measurement

variance: a measure of the average squared distance between the mean and each item in 
the population. It is the square of the standard deviation, defined as the arithmetic 
mean of the squared deviations from the mean

Venn diagram: it is diagram that shows all possible logical relations between a finite col-
lection of different sets. Typically overlapping shapes, usually circles, are used 

warm-up questions: those questions that tend to make the respondent think and recollect 
past experiences necessary for the completion of a questionnaire

weighted aggregates index: using all the values considered, this index assigns weights to 
these values

weighted average of relatives method: to construct an index number, this method weights 
by importance and uses the value of each element in the composite

weighted mean: an average calculated to take into account the importance of each value 
to the overall total, that is, an average in which each observation value is weighted 
by some index of its importance



Quantitative Techniques in 
Business, Management and Finance

A Case-Study Approach

Umeshkumar Dubey 
Tulsiramji Gaikwad-Patil College of Engineering & Technology 

Nagpur, Maharashtra State, India

D P Kothari
S B Jain Institute of Technology, Management & Research 

Nagpur, Maharashtra State, India

G K Awari
Tulsiramji Gaikwad-Patil College of Engineering & Technology 

Nagpur, Maharashtra State, India

http://www.taylorandfrancis.com


455

Appendix I: Areas under the Normal Curve 
Corresponding to Given Value of z*
Appendix I: Areas under the Normal Curve
Corresponding to Given Value of z*

TABLE B Areas under the Normal Curve Corresponding to Given Values of f

Column 2 gives (he proportion of the area under the
entire curve which is between the mean (i - 0) and
thopositive value of i. Areas for negative values of z
are the same as for positive values, since the curve is
symmetrical.

Column 3 gives the proportion of the area under the
entire curve which falls beyond the stated positive
value of z. Areas for negative values of z are the same,
since (he curve is symmetrical.

Area Area Area Area
z between beyond z between beyond

mean and i i mean and i I
1 2 3 1 2 3

0.00 .0000 .5000 0.25 .0987 .4013
0.01 .0040 .4960 0.26 .1026 3974
0.02 0080 .4920 0.27 .1064 .3936
0.03 .0120 .4880 0.2S .1103 .3897
0.04 .0160 .4840 0.29 .1141 .3859

OJ05 .0199 .4801 0.30 .1179 .3821
0.06 .0239 .4761 031 .1217 .3783
0.07 .0279 .4721 0.32 .1255 .3745
0.08 .0319 .4681 0.33 .1293 .3707
0-09 .0359 .4641 0.34 .1331 .3669

0.10 .0398 .4602 035 .1368 ,3632
0.11 .0438 .4562 036 .1406 .3594
0.12 .0478 .4522 037 .1443 3557
0.13 .0517 .4483 038 .1480 .3520
0.14 .0557 .4443 039 .1517 .3483

0.15 .0596 .4404 0.40 .1554 .3446
0.16 .0636 .4364 0.41 .1591 3409
0.17 .0675 .4325 0.42 .1628 .3372
0.18 .0714 .4286 0.43 1664 3336
0.19 .0753 .4247 Q.44 .1700 .3300

0-20 .0793 .4207 0.45 .1736 3264
0.21 .0832 .4168 0.46 .1772 3228
0.22 «71 .4129 0.47 .1808 3192
0.23 .0910 .4090 0.48 .1844 3156
O-24 -0948 .4052 Q.49 .1879 .3121

' From Appendix 2 of : R. Clarke. A. Coladarci, and J. Caffrcy, Statistical Reasoning and Procedures. Charles E.
Merrill Books, Inc., Columbus, Ohio, 1965, with permission of the publisher.
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TABLE B (Continuai)

Área Atea Area Area
i ^«tween beyond i between beyond

mean and i z mean and z z
_J 2 3 I 2. 3

0.50 .1915 .3085 1.00 .3413 .1587
0.51 .1950 .3050 1.01 3438 .1562
0.52 .1985 .3015 1.02 3461 .1539
0.53 .2019 ¿981 1.03 3485 .1515
0.54 .2054 .2946 1.04 3508 .1492
0.55 ¿088 5912 1-05 3531 .1469
0.56 7123 .2877 1.06 3554 .1446
0.57 .2157 .2843 1.07 3577 .1423
0.58 5190 5810 1.08 3599 .1401
0.59 ¿224 ¿776 1.09 .3621 .1379

0.60 5257 5743 1.10 3643 .1357
0.61 5291 5709 1.11 3665 .1335
0,62 5324 5676 1.12 3686 .1314
0.63 5357 5643 1.13 3708 .1292
0.64 5389 5611 1.14 3729 .1271

0.65 5422 5578 1.15 3749 .1251
0.66 5454 5546 1.16 3770 .1230
0,67 5486 5514 1.17 3790 .1210
0.68 5517 5483 1.18 3810 .1190
0.69 5549 5451 1.19 3830 .1170

0.70 5580 5420 150 3849 .1151
0.71 5611 5389 151 3869 .1131
0.72 5642 5358 1.22 .3888 .1112
0.73 5673 5327 153 3907 .1093
0.74 5704 5296 154 3925 .1075

0.75 5734 5266 155 3944 .1056
0.76 5764 5236 156 3962 .1038
0.77 .2794 -2206 157 3980 .1020
0.78 5823 5177 158 3997 .1003
0.79 5852 5148 159 .4015 .0985

0.80 5881 5119 130 .4032 .0968
0.81 5910 5090 131 .4049 .0951
0.82 5939 5061 132 .4066 .0934
0.83 5967 5033 133 .4082 .0918
0.84 5995 5005 134 .4099 .0901

0.85 3023 .1977 135 .4115 .0885
0.86 3051 .1949 136 .4131 .0869
0.87 3078 .1922 137 .4147 .0853
0.88 3106 .1894 138 .4162 .0838
0.89 3133 .1867 139 .4177 .0823

050 3159 .1841 1.40 .4192 .0808
051 3186 .1814 1.41 .4207 .0793
0.92 3212 .1788 1.42 .4222 .0778
053 3238 .1762 1.43 .4236 .0764
054 3264 .1736 1.44 .4251 .0749
055 3289 .1711 1.45 .4265 .0735
056 3315 .1685 1.46 .4279 .0721
057 3340 .1660 1.47 .4292 .0708
058 3365 .1635 1.48 .4306 .0649
0.99 3389 .1611 ».49 .4319 .0681
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TABLE B (ConíuuuKÍ)
Area Area Area Area

z between beyond z between beyond
mean and i > mean and z z

1 2 3 1 2 3

LÍO .4332 .066S 2.00 .4772 .0228
1.51 4345 .0655 2.01 .4778 .0222
1.52 .4357 «43 2.02 4783 .0217
1.53 -4370 .0630 2.03 4788 .0212
1.54 .4382 .061» 2.04 .4793 .0207
1.55 .4394 10606 2.0S .4798 D202
1.56 .4406 .0594 2.06 .4803 .0197
1.57 .4418 .0582 2j07 .4808 .0192
1.58 .4429 .0571 2.0S .4812 .0188
1.59 .4441 .0559 2.09 .4817 .0183

1.60 .4452 J0548 2.10 .4821 .0179
1.61 4463 .0537 2.11 4826 .0174
1.62 4474 .0526 2.12 .4830 .0170
1.63 .4484 .0516 2.13 4834 ,0166
1.64 .4495 .0505 2.14 .4838 .0162
1.65 4505 J0495 2.15 .4842 .0158
1.66 4S1S .0485 2.16 4846 .0154
1.67 4525 J0475 2.17 4850 .0150
1̂ 8 4535 .0465 2.18 4854 .0146
1.69 4545 .0455 2.19 4857 .0143

1.70 4554 .0446 2.20 4861 .0139
1.71 4564 .0436 2 2 1 4864 .0136
1.72 4573 .0427 232 4868 .0132
1.73 4582 .0418 2.23 4871 .0129
1.74 4591 .0409 224 4875 .0125
1.75 4599 .0401 235 .4878 .0122
1.76 4608 .0392 236 4881 .0119
1.77 4616 .0384 237 .4884 .0116
1.78 .4625 .0375 238 .4887 .0113
1.79 .4633 ¿367 239 .4890 .0110

1.80 .4641 .0359 230 4893 .0107
LSI .4649 .0351 231 4896 .0104
1.82 4656 .0344 232 4898 .0102
1.83 .4664 .0336 Z33 .4901 .0099
1.84 .4671 .0329 234 4904 .0096
1.85 .4678 .0322 235 4906 .0094
1.86 .4686 .0314 236 4909 .0190
1.87 .4693 .0307 237 4911 .0089
1.88 .4699 .0301 238 4913 .0087
1.89 4706 .0294 239 4916 .0084

1.90 4713 .0287 240 4918 .0082
1.91 4719 .0281 241 4920 .0080
1.92 .4726 .0274 242 4922 .0078
1.93 .4732 .0268 2.43 4925 .0075
1.94 .4738 .0262 244 4927 .0073
1.95 4744 .0256 2.45 .4929 .0071
1.96 4750 .0250 246 4931 .0069
1.97 4756 .0244 2.47 4932 .0068
1.98 4761 .0239 2.48 .4934 .0066
1.99 4767 .0233 2¿9 .4936 .0064
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TABLE B (Continue^
Area Area Area Arca

i between beyond * between beyond
mean and t t mean ai.d i j

1 2 3 I 2 3

2.50 .4938 .0062 2.90 .4981 .0019
2.51 .4938 .0060 2.91 .4982 .0018
152 .4941 .0059 2.92 .4982 .0018
153 .4943 .0057 2.93 .4983 .0017
154 .4945 .0055 2.94 .4984 .0016
155 .4946 .0054 2.95 .4984 .0016
2.56 .4948 .0052 2.96 .4985 .0015
«.57 .4949 .0051 2.97 .4985 .0015
158 .495! .0049 198 .4986 .0014
159 .4952 .0048 199 .4986 .0014

160 .4953 .0047 3.00 .4987 .0013
2.61 ¿955 .0045 3.01 .4987 .0013
162 .4956 .0044 3.02 4987 .0013
163 .4957 .0043 3.03 .4988 .0012
164 ¿959 .0041 3.04 4988 .0012
165 .4960 .0040 3.05 .4989 .0011
166 .4%! .0039 3.06 .4989 .0011
167 .4962 .0038 3.07 4989 .0011
168 4963 .0037 3.08 .4990 .0010
169 .4964 .0036 3.09 .4990 .0010

170 4965 .0035 3.10 .4990 .0010
2.71 .4966 .0034 3.11 .4991 .0009
2.72 .4967 .0033 3.12 .4991 .0009
173 .4968 .0032 3.13 .4991 .0009
174 .4969 .0031 3.14 .4992 .0008
2.75 4970 .0030 3.15 4992 .0008
176 .4971 .0029 3.16 4992 .0008
177 4972 .0028 3.17 4992 .0008
2.78 4973 .0027 3.18 4993 .0007
2.79 4974 .0026 3.19 .4993 .0007

180 4974 .0026 3.20 .4993 .0007
181 4975 .0025 3.21 4993 .0007
182 .4976 .0024 3.22 4994 .0006
183 4977 .0023 3.23 4994 .0006
184 4977 .0023 3.24 4994 .0006
185 4978 .0022 3.30 .4995 .0005
186 .4979 .0021 3.40 4997 .0003
2.87 .4979 .0021 3.50 4998 .0002
2.88 4980 .0020 3.60 .4998 .0002
2.89 .4981 .0019 3.70 4999 .0001
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TABLE C Values of z Corresponding lo Divisions of the Area under the Normal Curve into a Larger Proportion
and • Smaller Proportion.'

The larger i The smaller The larger t The smaller
area area area area
4 2 3 4 2 3

.500 .0000 .500 .725 .5978 .275

.505 .0125 .495 .730 .6128 ¿70

.510 .0251 .490 .735 .6280 ¿65
-515 .0376 .485 .740 ¿433 .260
.520 .0502 .480 .745 ¿588 .255

.525 .0627 .475 .7» ¿745 .250

.530 .0753 .470 .735 ¿903 .245

.535 .0878 .465 .7uo .7063 .240

.540 .1004 .460 753 7225 .235

.545 .1130 .455 .770 .7388 .230

.550 .1257 .450 .775 .7554 ¿25

.555 .1383 .445 .780 .7722 .220

.560 .1510 .440 .785 .7892 .215

.565 .1637 .435 .790 .8064 .210

.570 .1764 .430 .795 .8239 .205

.575 .1891 .425 .gfJO .8416 .200

.580 .2019 .420 .80S ¿596 .195
585 .2147 .415 .gifj .8779 .190
590 .2275 .410 ¿15 .8%5 .i«5

.595 .2404 .405 ¿20 .9154 .180

.600 .2533 .400 .825 .9346 .175

.605 ¿663 .395 ¿30 9542 170

.610 ¿793 .390 ¿33 .9741 .165

.615 .2924 .385 MQ 9945 .160

.620 .3055 .380 M5 It0152 .155

.625 .3186 .375 ¿50 1.0363 .150
630 .3319 370 ^55 1.Q581 .145
.635 .3451 .365 jjfjo 1.0803 .140
.640 .3585 .360 .865 11031 135
•645 .3719 .355 jgjQ U2M .130

.650 .3853 .350 ¿75 1.1503 .125

.655 .3989 .345 MO 1.1750 .120

.660 .4125 .340 jjgs 1.2004 .115
665 4261 .335 jofj 1.2265 .110
.670 .4399 .330 4,9$ 1.2S3S .105

.675 .4538 J2S .900 1.2816 .100

.680 .4677 .320 .903 1.3106 .095

.685 .4817 .315 510 13408 .090

.690 .4959 310 515 13722 .085

.695 ¿101 .305 .920 1.4051 .080

.700 .5244 .300 .925 1.4395 .075

.705 .5388 .295 .930 1.4757 .070

.710 .5534 ¿90 .935 1.5141 .065

.715 .5681 ¿85 540 15548 .060

.720 .5828 ¿80 545 1.5982 .055
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•Modincd from: Fundamental Statistics in 1'sychology and Education by if. Uuiilord, copyright o ivco.
McGraw-Hil l Book Co., Inc. Used by permission of McGraw-Hill Book Company.

TABLE C (CorJinued)

The larger t The smaller The larger z The smaller
area area area area
1 2 3 1 2 3

.950 1.6449 .050 .990 23263 .010

.955 1.6954 .045 .995 2.5758 .005

.960 1.7507 .040

.965 1.8119 .035 .996 2.6521 .004

.970 1.8808 .030 .997 2.7478 .003
.998 2.8782 .002

.975 1.9600 .025 .999 3.0902 .001

.980 2.0537 .020 .9995 3.2905 .0005

.985 2.1701 .015
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Appendix II: Student’s t-Distribution

TABLE D Student's i Distribution*

The tint column identifies the specific / distribution
according to its number of degrees of freedom. Other
columns give the proportion of the area under the
entire curve which falls beyond the tabled positive
value of (. Areas for negative values of r are the same,
since the curve is symmetrical.

Area in one tail

df .25 .10 .05 .025 .01 .005

1 1.000 3.078 6.314 12.706 31*21 63.657
2 0.816 1.886 2.920 4.303 6.965 9.925
3 0.765 1.638 2.353 3.182 4.541 5.841
4 0.741 1.533 2.132 2.776 3.747 4.604
5 0.727 1.476 2.015 2.571 3.365 4.032
6 0.718 1.440 1.943 2.447 3.143 3.707
7 0.711 1.415 1.895 2.365 2.998 3.500
8 0.706 1.397 1.860 2.306 2.896 3355
9 0.703 1J83 1.833 2.262 2.821 3.250

10 0.700 1372 1.812 2.228 2.764 3.169
11 0.697 1.363 1.796 2.201 2.718 3.106
12 0.696 1356 .782 2.179 2.681 3.054
13 0.694 050 .771 2.160 2.650 3.012
14 0.692 1.345 .761 2.145 1624 Z977
15 0.691 1341 .753 2.132 2.602 2.947
16 0.690 1.337 .746 2.120 1584 1921
17 0.689 1333 .740 2.110 2.567 2.898
18 0.688 1330 .734 2.101 2.552 2.878
19 0.688 1328 1.729 2.093 2.540 2.861
20 0.687 1325 1.725 2.086 2.528 2.845
21 0.686 1323 1.721 2.080 2.518 2.831
22 0.686 1321 1.717 2.074 2.508 2.819
23 0.685 1320 1.714 2.069 2300 2.807
24 0.685 1.318 1.711 2.064 2.492 2.797
25 0.684 1316 1.708 2.060 2.485 2.787
26 0.684 1.315 1.706 2.056 2.479 2.779
27 0.684 1314 1.703 2.052 2.473 2.771
28 0.683 1312 1.701 2.048 2.467 2.763
29 0.683 1.311 1.699 2.045 2.462 2.756
30 0.683 1.310 1.697 2.042 2.457 2.750
31 0.682 1310 1.696 2.040 2.453 2.744
32 0.682 1.309 1.694 2.037 2.449 2.738
33 0.682 1308 1.692 Î.034 2.445 2.733
34 0.682 1.307 1.691 2.032 2.441 2.728
35 0.682 1306 1.690 2.030 2.438 2.724
36 0.681 1306 1¿88 2.028 2.434 1720
37 0.681 1.305 1.687 2.026 2.431 2.715
38 0.681 1.304 1.686 2.024 1429 2.712
39 0.681 1.304 1.685 2.023 2.426 2.708
40 0.681 1.303 1.684 2.021 1423 2.704
45 0.680 1301 1.679 2.014 2.412 2.690
50 0.679 1.299 1.676 1009 1403 1678
55 0.679 1.297 1.673 1004 1396 2.668
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TABLE D (Cmainutd)

•Modified from Section 2.1, Handbook of Statistical Tahiti by Donald B. Owen. Copyrijht O 1962. Addison-
Wcsley, Reading. Mass. Courtesy of US. Atomic Energy Commission.

Area in one Mil

_4T £5 .10 .05 m .01 MS

60 0.679 U96 1.671 1000 2.390 2.660
70 0.678 1294 1.667 1*994 2381 2.648
80 0X578 1292 1.664 1.990 2374 2.639
90 0.677 1591 1.662 1.987 1368 2.632

100 0.677 1.290 1.660 1.984 2.364 2.626
120 0.676 1289 1.658 1.980 2.358 2.617
150 0.676 1.287 1.655 1.976 2352 2JÍ09
200 0.676 1286 1.652 1.972 2345 2.601
300 0.675 1284 1.650 1.968 2339 2.592
400 0.675 1284 1.649 1.966 2.336 2.588
500 0.675 1283 1.648 1.965 2.334 2J86
1000 0.675 1282 1.646 1.962 2330 2.581

a 0.674 1.282 1.645 1.960 2.326 2576
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Appendix III: The χ2 Distribution

TABLE G The x* Distribution".

The first column identifies the specific x1 distribution
according to its number of degrees of freedom. Other
columns give the proportion of the area under the
entire curve which falls above the tabled value of x*.

Art* In tbc upper UO

•Modified from Table 8: E. Penon. tnd H. Hartley. BiomtlrUa Tabla for Slalisdcians. Vol. 1, 3rd cd.. Unhrcnity Pic»,
Cambridge, 1966, with permisión of the Biometrika Trustee*.

Nat: When i¡ > 30, the critical value of x* may be found by the following approximate formula: jr1 » ¿f (1 - (2/9 J/) t
f V W4ff, whet» f il the normal deviate above which liée the ume proportionate an* in die normal curve. For example, to
find the value of if which divide» the upper 1% of the dUtribution from Uw remainder when if" 30. we Calculate: Jr1 • 30
(1 - -00741 + 2.3263 V.0074074J1 . 50.91 which compare! cloiely with (ha tabled value of Í0.89.

Area In toe upper tall

Jf .995 .99 .975 .95 .90 .10 .05 .023 Jl MS

1 .000039 .000» .00098 .0039 .016 2.71 3.84 5.02 6.63 7.88
2 .010 .020 .051 .10 21 4.61 5.99 738 951 10.60
3 .072 .11 .22 35 .58 655 7.81 935 1134 12J4
4 21 30 .48 .71 1.06 7.78 9.49 11.14 13.28 14.86
5 -41 .55 .83 1.15 1.61 9.24 11.07 12.83 15.09 1«.75
6 .68 .87 1.24 1.64 2.20 10.64 12J9 1445 16.81 18.55
7 .99 1.24 1.69 2.17 2.83 12.02 14.07 16.01 18.48 20.28
8 134 1.65 2.18 2.73 3.49 13.36 1531 1733 20.09 21.96
9 1.73 2.09 2.70 333 4.17 14.68 16.92 19.02 21.67 23.59

10 2.16 236 3.25 3.94 4.87 15.99 1831 20/48 23.21 25.19
11 160 3.05 3.82 437 538 17.28 19.68 21.92 24.72 26.76
12 3.07 337 4.40 5.23 630 1835 21.03 2334 26.22 28.30
13 337 4.11 5.01 5.89 7.04 19.81 2236 24.74 2749 29.82
14 4.07 4.66 5.63 637 7.79 21.06 23.68 26.12 29.14 3132
15 4.60 5.23 6.26 7.26 835 2231 25.00 27.49 3038 32*0
16 5.14 5.81 6.91 7.96 931 2334 26.30 28.85 32.00 34.27
17 5.70 6.41 736 8.67 10.09 24.77 2739 30.19 33.41 35.72
IS 6.26 7.01 8.23 939 10.86 25.99 28.87 31.53 34.81 37.16
19 6.84 7.63 851 10.12 11.65 27.20 30.14 32.85 36.19 3838
20 7.43 8.26 939 10.85 1244 28.41 31.41 34.17 3737 40.00
21 8.03 8.90 10.2S 1139 13.24 29.62 32.67 35.48 38.93 41X0
22 8.64 934 10.98 1234 14.04 30.81 33.92 36.78 40.29 42.80
23 9.26 10.20 11.69 13.09 14.85 32.01 3S.17 38.08 41.64 44.1»
24 9.89 10.86 12.40 13.85 15.66 33.20 3642 3936 42.98 4536
25 1032 11.52 13.12 14.61 16.47 3438 37.65 40.65 4431 46.93
26 11.16 12.20 13.84 1538 17.29 3536 38.89 41.92 45.64 4829
27 11.81 12.88 1437 16.15 18.11 36.74 40.11 43.19 46.96 4944
28 1246 1336 1531 16.93 18.94 37.92 4134 44.46 48.28 50.99
29 13.12 1456 16.05 17.71 19.77 39.09 4236 45.72 4939 5234
30 13.79 14.95 16.79 1849 2040 40.26 43.77 46.98 50.89 5347
40 20.71 22.16 2443 2631 29.05 5Í.81 55.76 5934 63.69 66.77
SO 77.99 29.71 3236 34.76 3749 63.17 6730 7142 76.1J 79.49
60 3533 3748 4048 43.19 4646 74.40 79.08 8330 8838 91.95
70 4358 4544 48.76 51.74 5533 85.53 9033 95.02 100.42 104.22
SO 51.17 5334 57.15 6039 6458 9638 101.88 106.63 112.33 11632
90 5950 61.75 6545 69.13 7359 107.56 113.14 118.14 124.12 128.30

100 6733 70.06 7452 77.93 8236 118.50 12434 12936 135.81 140.17
120 83.85 86.92 9138 95.70 100.62 140.23 146.57 15121 158.95 163.64
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Appendix IV: The F-Distribution

TABLE H I V / Distribution. • Values rf /•' Conaponding to S* (Saam Type) and 1% (Boldface Type) oí the Area in the Upper Taü

The specific F distribution must be identified by the number of degrees
of freedom characterizing the numerator and the dénommait* of F.

Degrees of Freedom: Numerator

Dwarf
hut»
Dnnmiiuu. 1 2 3 4 3 t 7 » 9 1 0 II 1 2 U K 2 0 2 4 V > « 0 5 0 7 5 1 0 0 2 t l 0 3 U O

1 161 200 216 225 230 234 237 239 Ml 242 243 244 US 244 241 249 2» 151 J52 253 253 234 254 «4
MS 4,9» 5,403 5,425 5,764545» 5,92» 53*1 6421 6,056 6,M2 6,l«6 6.142 4,149 420Í 4.234 Í25J 6JS6 »J»2 6J23 6,134 64» 6.J6I 6366

2 11 M Illll 19.16 1903 lin 1933 111» 1937 193» 1939 1940 1141 >'; 42 19 « 1944 1945 1946 15.47 1947 19.48 19/49 1949 1930 IV Mi
«M9 «.» 99.17 99.15 99.14 99-11 99» »J* «J« «.«O 9» 41 99419943 9944 9945 9944 9947 9MI 9941 9949 9949 9949 99.5» 99.5Í

1 10.13 935 928 9.12 901 «.94 «88 LU !.S1 87« 1.76 1.74 1.71 8.69 » » DM 8,62 140 138 «.57 «16 8.14 834 833
14.12 M«2 2944 2X.71 282427-91 17.67 2749 27.J4 1723 27.13 2745 24.92 26.83 2649 26.WJ6.se 2UI 26J5 26J7 26.11 24.11 24.14 26.12

4 7.71 4*4 4» 639 626. 6.IÍ 61» 6.04 6.00 5.96 5.93 3.91 5JÍ7 5.84 540 5.77 5.74 Í.71 5.70 fa 546 545 5*4 5.63
21» 18.H 1649 15.98 1532 15.21 K9S I4JIO 14.66 14-54 1445 14J7 14.24 14.15 MO! I3JI3 11X1 11.74 13.65 IJ41 I3.<7 1.132 1.1.48 13.44

5 4,61 3.79 541 5.19 5.05 4.95 4JÎ8 4.82 4.78 4.74 4.70 468 4.64 4.60 436 433 44) 446 444 442 440 4.38 4.32 4.36
1626 11.27 12.04 11.39 10.97 10.67 1045 10.27 10.15 10.05 93* 949 177 94* VJ5 947 938 9.29 9.24 9.17 9.13 947 9.04 9.02

6 ¡.99 5.14 4.76 433 439 4.21 421 4.15 4.10 4.06 40) 4.00 3.96 3.92 3.87 384 3.81 1.77 3.75 3.72 3.71 3.69 3.68 3.67
13.74 10.92 9.78 9.15 8.75 8.47 «¿4 8.10 7J* 747 7.79 7.72 7.M 732 7J9 731 7JJ T.14 749 7.42 6.99 4.94 6.M 4.88

7 539 447 445 4.12 3.97 3.87 3.79 3.73 3.48 3.63 3» 337 332 3.49 344 3/41 338 )34 332 3.29 328 325 )M 3J3
IIS 9JS 145 7JS 746 7.1» 7«0 4J4 4.71 t62 4J4 447 6JS 4J7 6.15 <J>7 5.9» UO 5J5 S.78 5.75 5.7» S.67 SM

t 532 446 4.07 3.84 3.69 338 330 3.44 J39 334 331 3.28 3.23 330 3.15 3.12 308 !J» 3.03 3.00 2.98 2% 294 253
11.26 8.65 739 741 44] 4J7 4.1» 4.03 SJ1 SJ1 5.74 547 1.54 S.4Í !JK 5J2I 5JO S.ll 5M 5JO 4.94 4.91 4M 4J6

» 5.12 4.26 3X6 3.63 348 337 3.29 323 3.18 3.13 3.10 3.07 3O2 2.98 2.93 250 2:86 2J2 2JÛ 2.77 2.76 2.73 172 2.71
t»J* 8.02 6.W 6.42 4M 5^0 542 547 S35 5.26 5.11 5.11 500 4.*2 4J« 4.73 4.44 434 431 445 Ul 4J4 43} 431

ID 4,96 4.10 3.11 3.48 333 322 3.14 3.07 3j02 2.97 294 2.91 786 2.82 2.77 2.74 2.70 2.67 2.64 2.61 239 236 233 234
10.04 7.54 6.Í5 5.99 5.44 539 521 506 435 445 4.71 4.71 440 432 441 433 4.25 4.1: 4.12 445 441 3.94 3.93 3.91

11 4J4 3.91 339 336 320 3J» 3.01 2.95 230 2JÍ 242 2.79 Z74 2.70 2.65 241 237 233 230 2.47 2.45 2.42 2.41 2.40
945 724 6¡2 547 532 5117 441 4.74 443 434 444 44» 42» 431 4.10 4.02 3.94 344 140 3.74 3.70 3.64 3.42 3.6*

12 4.75 3.88 3.49 3.26 3.11 3.00 2.92 245 240 2.76 2.72 2.69 264 2.60 234 230 2.46 242 2.40 236 235 232 231 230
933 6.93 5.95 5.41 544 442 445 43* 439 430 4 .22 4.14 40S 3.91 346 3.78 3.7» 3.61 336 3.49 346 3.41 33» 3.34

U 447 3ÍO 341 3.18 3.02 252 284 277 2.72 167 263 JAO 235 231 2.46 2.42 238 2 34 2-32 2.28 2.26 224 222 2.21
9.07 6.70 5.74 520 444 442 4.44 439. 4.19 4.10 442 V96 345 3.71 347 339 331 3.42 337 330 327 321 3.1S 3.16

14 4.60 3.74 3J4 3 .11 2.96 245 177 170 263 160 236 233 248 144 239 233 231 237 2.24 2.21 2.19 2.16 2.14 2.13
844 631 536 5.0] 449 4.44 4.21 4.14 443 1.94 344 340 174 342 331 143 334 124 321 1.14 1 1 1 344 142 14»

13 434 3.68 329 3.06 2.90 2.79 2,70 164 239 235 231 24» 243 239 233 129 225 2.21 3.18 2.1S 2.12 2.10 2.08 2.O7
841 634 5.42 449 434 432 4.14 448 349 340 3-73 147 134 3.41 134 329 1211 1.12 3.47 140 2.97 2.92 249 241

16 449 343 324 3.01 245 2.74 164 239 234 249 245 142 237 233 228 124 2.20 116 113 2.<B 2.07 104 102 1O1
831 623 5.29 4.77 444 420 443 349 3.78 14* 141 33S 345 337 325 3.11 3.11 341 2.96 249 144 240 2.77 175

17 445 3» 320 2.96 241 270 2.62 153 230 2.45 241 238 233 229 223 2.19 215 2 1 1 208 2«4 202 1.» 1.97 I «6
8,40 4.11 5.18 447 434 4.10 33-3 1.79 341 335 332 345 335 327 1.16 141 1.01 2.92 244 2.7» 174 271 247 1«5

18 441 335 3.16 2.93 2.77 2.66 231 151 246 241 237 234 229 225 2.19 115 2.11 107 J.04 2.00 1.98 1.95 1.93 1.92
121 Ul 549 438 425 441 149 3.71 34* 331 344 137 127 3.19 347 140 2.91 243 2.78 2.71 241 242 239 237

19 438 332 3.13 2.90 174 243 155 141 143 231 234 231 226 221 2.15 111 2.07 202 100 1.96 1.94 1.9) 1.90 l . n s
8.18 SJO 541 430 4.17 334 3.77 343 332 343 334 330 3.19 3.12 140 1M 244 176 170 243 240 234 231 14»

20 435 3/49 3.10 247 171 240 232 245 140 235 131 128 123 2.18 2.12 2.08 2.04 1.99 1.96 1.92 19(1 1.87 1.85 144
8.10 545 4.M 4.43 4.» 147 3.71 334 145 337 JJO 323 3.1.1 3.05 194 1» 2.77 149 243 23« 233 247 144 !.42

21 432 3.47 JOT 244 2.61 237 24» 142 237 132 228 2.25 220 115 10» 2.05 200 1.96 1.93 189 147 184 1.82 1.81
IM 5.78 447 437 444 341 345 131 1M 3JI 324 3.17 3.07 199 248 24» 172 143 2J1 231 2.47 2,42 238 Í-3Í
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TABLE H (Counted)

Défîtes of Freedom: Numiralor
D»«.rf

•don
~u 1 J 3 4 5 4 7 1 » 10 II 1 1 1 4 I t 2 0 M 3 0 4 0 SO 75 100 MO 500

2J 430 344 3.05 212 244 233 147 1M 135 230 253 123 2.1» 113 207 2.03 1.98 1.93 1.9! 1*5 M4—111 110 1.78
734 5.72 «I 4J1 3» 3.76 «9 345 355 356 31» 3.IJ 3JIJ 194 1«3 Z.75 167 2-5» IS} 2.44 J.41 237 2J1 2JI

2] 428 > 4 2 3.03 2.«0 164 233 14S 13» 332 228 2.24 2.20 2.14 2.10 2.04 2.00 l « 111 I.» l.<4 112 I W 1.77 176
7J1 VU 4.76 <Jé 3.94 3.71 3.54 3.41 340 311 3.14 107 197 lili 171 2.70 la 233 2.4» 24! 2J7 2J2 US 126

24 456 3.40 3.01 2.71 162 231 2.43 246 230 256 122 lit 2.13 2.09 2.02 1.9! I .M 1-81 1.86 182 180 1 7 6 174 17)
7J1 5.61 4.72 452 3.5» 3Í7 330 3J4> 1.25 3.17 .1.09 JM 2.93 1»S 174 Z.66 238 2.49 244 l - ' l . 233 127 253 111

25 474 ÎJ« 199 176 2.60 149 241 254 2.28 2.24 2.20 lit 2.11 2.06 2.00 1.96 192 1 87 184 1.80 177 1.74 1.72 171
7.77 5.57 4M 4.1» 3.8* 343 346 3-12 351 3.13 3.05 199 2X9 181 170 242 2.34 Z.4S 240 132 129 2X1 2.19 117

2t 422 3.37 19» 174 139 247 239 2J2 237 122 11» 2.15 2.10 2.05 1.99 1.95 190 185 182 17» 1 7 6 172 1.70 I.»
7.72 5.53 444 4.14 341 3-19 342 3.29 3.17 3.M 3.02 2.9» 2.8* 2.77 246 2.'» 150 2.41 2J« 2.2> 215 2.19 2.15 2.13

27 421 335 196 173 2J7 246 137 230 125 120 116 113 2 Ou 2.03 1.97 1.93 118 I vl I . M I 176 1.74 1 7 1 14S 1.67
7.11 549 44» 4.11 3.79 3JÍ JJt 3J» 3.14 34* IM 193 1J3 2.74 243 2ÍS 2.47 131 î-'.l 125 121 116 2.11 1.1»

2t 420 334 195 2.71 156 244 136 2.29 224 2.19 115 2.12 lot 2.02 1.96 1.91 117 lit 1.78 1.75 1.72 1.69 1*7 165
744 5.4S 4.57 4.07 3.16 3J3 3J6 113 3.11 3.03 US 19» 2JU 171 240 251 244 2-IS 2J« 2.;: Il» 2.13 249 2.0t

29 4.1» 333 2.93 170 2.54 243 2.35 228 252 2.1» 2.14 2.10 205 2J» 1.94 190 185 180 1.77 1.71 1.71 1.68 US 1*4
7.60 S42 «.54 4M 3.7) 3.50 3J3 3.20 J.IW 3.0» 2.92 2.87 2.77 241 157 149 2.41 232 2 . :7 119 2.IS 1.10 2«, 2X13

30 4.17 332 292 2.69 233 2_42 234 257 251 2.16 2.12 2.09 2.04 1.99 1.93 U9 184 179 176 1 7 2 169 1.S6 1*4 1 C2
754 5M 4SI 442 3.70 347 .1.10 3.17 346 2.9» 2.90 214 2.74 244 155 2.47 23» 2.29 254 116 113 2J>7 243 2X11

32 4.15 330 2.90 247 151 240 232 255 2.19 114 2.10 2.07 202 1.97 1.91 186 112 176 1 7 4 169 1*7 164 1*1 139
7.50 5.34 4.4» 3J7 346 342 355 3.12 341 194 246 240 2.7e 162 151 242 134 : ¡S 2.20 112 109 2.112 1.VH 1.9*

34 4.13 351 2.1» 165 2.49 2..I8 230 221 117 112 2.01 l.nt 2.00 1.95 1.C9 1.84 180 174 171 1.67 1*4 1 6 1 159 137
744 5-2» 441 3.93 341 33» 3.21 3.0S 1*7 119 112 17* 24* 2.1» 247 238 2.M 2.21 2.15 248 244 1.98 1.94 1.91

M 4 .11 3.2* 2.86 263 2.41 23 t 2.2» 121 2.13 110 206 2.03 1.9» 1.93 147 112 178 1 1 ; 1*9 1.65 1*2 139 136 135
75* 555 43* 31* 331 335 3.1» UH 2.94 2.M 2.11 172 162 214 143 235 12< 2.17 2.12 1*4 24* 1.94 IM IJ7

M 4.10 32! 21S 242 246 235 126 2.19 114 2.09 2.05 102 1.96 1.92 115 110 1.76 1 7 1 147 163 140 137 IM 133
US 1.21 434 11» 1J4 332 3.1! 1*2 2.91 212 175 24* 159 231 24» 132 222 114 34t 14* 1.97 l .M 14* IM

40 4l* 333 214 241 245 2J4 125 2.18 112 2.07 104 2.00 I.9S 190 114 1.79 1.74 14* 1.66 141 139 133 133 131
731 5.11 431 113 331 3J9 3.12 2.19 1» IM 173 166 15» 249 237 129 250 111 1*5 1.97 154 IK 144 111

42 401 352 3.83 2.59 244 132 254 2.17 111 106 102 1.99 194 119 1.82 178 173 141 I M 1*0 137 154 131 149
757 S.I5 4.29 140 34* 356 3.» 7.96 lit 177 17* 244 234 24* 135 126 2.17 208 101 IM 141 115 1*4 1.71

44 4M 321 282 2.5» 243 131 253 2.16 110 105 101 IM 1.92 II» 111 1.76 1.72 14* 163 131 136 132 130 148
754 5.12 4.26 3.7» 346 354 347 2.94 K4 175 241 242 232 244 2J2 254 2.15 106 IM 1.92 IK 112 1.71 1.75

46 4.03 320 281 237 2.42 130 252 2.14 2.09 104 100 1.97 ] 91 1 8 7 1.80 |.75 1.71 1.65 1.62 137 154 131 1.4» 1.46
751 S.10 454 3.7* 344 352 3.05 2J» 212 173 24* 240 23» 2.42 13» 252 t.13 2.04 1.9» IM IM IM 1.74 1.7J

41 404 1.19 280 2.56 2.41 230 221 2.14 2.0» 2.03 1.99 1.96 1.90 I.» 2.79 1.74 1.70 144 I.S1 136 I3J 1.50 1.47 1.45
719 SM 452 1.74 341 350 344 2.90 11* 171 144 251 24» 24» 121 250 111 102 I.M IJ8 114 1.7» 1.73 1.7*

50 403 3.1» 279 2.5* 2.40 259 250 2.13 107 2.02 1.98 1.95 190 115 1.78 1.74 1.69 163 1.60 135 132 148 146 1.44
7.17 54* 450 3.72 3.41 3.11 3.0: 21» 171 170 162 23* 24* 239 25* 2.1» 2.10 100 1.94 11* 112 1.7* 1.71 14»

55 4.02 3.17 2.78 234 238 257 118 2.11 205 2.00 1.97 1.93 ¡ gg | 83 1.76 1 7 2 167 1 6 1 1.58 132 130 146 143 1.41
7.12 541 4.16 34S 3J7 3.15 2.98 215 175 246 159 233 143 135 253 2.15 2.0* 196 1.90 IJÍ2 1.7» 1.71 1.6* 144

60 400 1 1 5 276 J.52 2.17 2.25 2 1 7 210 2.04 I.M 1.95 1.92 • 86 H 1 7 5 no 1.65 159 1.56 130 148 144 1 4 1 119
741 4.9» 4.13 345 334 ).K IM 212 172 2.63 IS* IS* ;.» 232 2 :o 2.12 2.03 1.93 117 1.79 1.74 141 143 1.4»

65 3.99 3.14 2.75 231 236 2.24 2.13 2.08 2.02 1.98 1.94 1.90 115 I S O 1 7 3 168 1.6] 1 5 7 134 149 146 142 139 1.37
7.04 4.95 4.10 342 331 349 2.93 2.79 2.7* 241 234 2.47 237 :_>1 118 1«9 2.00 1.90 144 1.76 1.71 144 14* 136

70 3.9» 3.13 2.74 230 235 253 2.14 2.07 2.01 1.97 1.93 1.89 114 1.7V 1.72 1.67 1.62 156 133 1.47 1.45 1.40 137 135
741 4.9Z 448 34* 359 347 2.91 2.77 247 239 231 2.45 135 258 2.15 247 1.98 14» 112 1.74 149 142 I.S* ÎS3

10 3.96 3 1 1 2.72 2.4» 233 2.21 2.12 2.05 1.99 1.95 1.91 188 1.82 1.77 1.70 1.65 1.60 134 131 145 142 13» 133 132
6.96 41» 4M 33* 355 344 217 2.74 3.64 2-ïS 1.41 141 232 254 111 243 1.94 HI 1.78 1.7* 145 137 132 1.49

100 194 !09 270 24* 230 2.19 !.IO 2.03 1.97 1.92 118 1.85 1.79 1.75 16» 1*3 1.57 1 5 1 1.48 142 139 134 IJO 1.21
Í90 442 398 331 35* 2.99 142 269 239 251 1.43 136 12* 2.19 2.0» 1.9» 1.89 1.7* 1.73 144 159 131 14C 143

125 3.92 307 2.68 2.44 259 2.17 IM 2.01 1.95 1.90 1 M 1.83 1.77 1.72 145 1.60 135 149 MS 139 13* 131 157 155
U4 4.7» 3.94 347 3.17 195 3.79 245 23* 247 141 233 ! 2 1 115 2413 1.94 115 1.75 1.61 1/9 134 1.46 1.40 147
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TABLE II (Couinai)

Degrees of Freedom: Numerator
Degiees of
Freedom:
Denominan 1 2 3 4 5 6 7 S 9 10 11 12 14 16 20 24 50 40 50 75 100 200 500 -

130 3.91 3.06 26) 2/13 2.27 2.16 2.07 2.00 1.94 1.89 US 1.82 171, 1.71 I.M 1.55 154 \tl \M 1.3' 134 : .". 125 1.22
Ul 4.75 3.91 3*1 3.14 152 2.7Í 7-62 2.53 2.44 2J7 1M 2-20 2.12 2*) 1.91 1*3 1.72 l.(K, 1.56 1.51 1.43 137 1J3

200 3» 3.« 2.65 2.41 2Í6 2.14 2.05 1.98 1.92 1.87 1.83 1.80 1.74 1.69 1.62 1.57 1.52 1.45 142 135 1.32 1.26 1.22 1.1»
6.7Í 4.71 JJII 341 J.I1 2.9» 2.73 1M 2.50 UH 234 2.28 2.17 2» 1.97 1JI8 1.79 1.69 l.'.J 1.53 1.48 IJ9 i n !.:«

400 3« 3.02 2.62 2J9 2J3 2.12 2J» 1.96 1.90 1Í5 1 «1 1.7» 1.72 1*7 1.60 134 1.49 1.42 138 '.32 1.2! 1.22 1.16 1.13
6.7» iff 3X3 336 3M 2« 1U US 2.46 237 12» 723 2.12 2.04 1.92 1JU 1.74 1JM I Í T 147 1.4! 1J2 I.M 1.1»

1000 3.Í5 3.00 2.61 13» 122 2.10 2.112 1.95 1.89 1.84 1.80 1.76 1.70 1 « 158 153 I « 1.41 1.36 1.30 1.26 I 19 113 I.»
<„« 4.62 1JW 3.M 3IM !JIJ 2 6O 2-Í! 2J3 2.M 2.26, 2.2O 2.» 2.01 lit 1M 1.71 l/.l l.<4 1» 1JÍ I.!» 1.» 1.11

3.84 199 2.60 237 231 2.09 2.01 1.94 1.88 1.83 1.79 1.75 1.69 1.64 1J7 1.52 1.46 1.40 135 U8 1.24 1.17 1.11 1.00
6.M 4.60 !.7« 332 312 2nd 2*1 2_<1 241 232 111 2.18 2.07 l.w l.«7 1.79 iv.'i 1J9 l.i! Ml 136 1.25 1.15 1J»

• Reproduced 17 penráio». from taiuiml ««hid». 5ui «I. by C«r|c W. Snedecor, Ccrpyri|hi C 1956 by TV low. Suic IImvrniry Prat.
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Appendix V: Proportions of Area 
for the χ2 Distribution
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10 2.16 2J6 325 3.94 417 9-H 15.99 1SJ1 20.48 23.21 25.19
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Proportion of «r«*
<ff 0.993 0.990' 0.975 0.930 0.900 0X0 0.100 0.030 0.023 0.010 0.003
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6 371 343
7 443
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Appendix VI: Area under Normal Curve

U 30 24 20
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