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#### Abstract

In response to a recent Canada-wide survey, where it was found that mathematicians use computer programming much less in their teaching than in their research, an exploratory study involving 14 Canadian mathematicians sought to gain a deeper understanding of the place of programming in both contexts. To capture the differences in the degree of interaction with programming in various mathematical practices, a scale of six levels has been defined and used. While providing visibility to an aspect of mathematical practice that is often absent from published work, the views of our participants also highlight some important issues that would require attention in order to reduce the identified gap, should that be deemed the favourable direction to take.


Résumé En réponse à un sondage pancanadien récent, qui révélait que les mathématiciens utilisent beaucoup moins la programmation informatique dans leur enseignement que dans leur recherche, une étude exploratoire auprès de quatorze mathématiciens canadiens a cherché à mieux comprendre la place de la programmation dans ces deux contextes. Une échelle à six niveaux a été définie et utilisée pour caractériser le degré d'interaction avec la programmation dans différentes pratiques mathématiques. Tout en rendant visible un aspect de la pratique mathématique souvent

[^0]absent des publications, le témoignage des participants à l'étude met en évidence certaines contraintes qu'il conviendrait de revoir si l'on souhaitait réduire l'écart entre les pratiques de recherche et celles qui sont développées dans la formation.
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## Introduction

In this so-called "digital era", where one can graph a function or compute an integral simply by speaking into a mobile phone, it may be hard to remember that only 40 years ago, the power of computer technology to perform even these simple tasks was accessed only through "programming". ${ }^{1}$ Today's digital landscape includes a diverse set of software and applications capable of supporting all sorts of mathematical activity "at the press of a button"; and current discussions about using the computer in the teaching and learning of mathematics reflect this diversity. Nonetheless, programming has remained a significant part of science, technology, engineering, and mathematics (i.e., STEM) related disciplines, where professional work often involves not just the use of existing digital tools, but also the creation of new and/or more adequate computer programs. This is just one reason why programming has recently regained the attention of politicians, curriculum developers, and researchers worldwide, who envision it as having potential both within and beyond classrooms.

But one cannot forget that programming has had a relatively long history in mathematics education, generating as much enthusiasm as resistance. It therefore seems important to learn more about the current scope, nature, and conditions of programming integration in the teaching and learning of mathematics. Given the mutual evolution of computer technology and human activity, it also seems useful to better understand the place of programming in the work of today's mathematician.

Universities present a rich context for studying these topics, as they are both hubs of mathematical research in a variety of fields and educational institutions offering courses taught by research mathematicians. We might assume that with easier access to technology and greater liberty, university professors could integrate authentic programming activities into their teaching more easily than their school counterparts. Yet, a national survey brings forth some doubts: while $43 \%$ of 302 Canadian mathematicians reported using programming in their research, only $18 \%$ claimed to use it in their teaching (Buteau et al. 2014). We wanted to know why such a large gap existed; and that required us to examine more closely the specific ways in which mathematicians develop and use computer programs in their research, as well as the types of programming activities they make available to students in their courses.

The present paper reflects on an exploratory study involving 14 mathematicians (Broley 2015), which sought to uncover some of the story behind the statistics. Building on a presentation of its results (Broley 2016), we begin by placing the study in the context of two classical topics: computer programming in mathematics

[^1]education, and the gap between mathematical activity in educational institutions and the research practices of professional mathematicians (thereafter professional mathematical practices). We then summarize elements of Chevallard's (1998) Anthropological Theory of the Didactic (thereafter ATD), which were used in carrying out the study. We also add to our theoretical framework some notions developed in the context of professional practices in education (Morrissette 2011). The perspectives of our participants are then presented, with the aim of describing, comparing, and explaining some elements of "programming" "use" in mathematical research and university mathematics education. We conclude by discussing the variable status of programming within the mathematics community and university mathematics departments.

## Context and Theoretical Underpinnings

## The Rise, Fall, and Revival of Programming in Mathematics Education

As personal computers became available in the 1970s and 80s, scholars began reporting on the potential of programming for exploring mathematical ideas or developing ways of thinking (cf. Papert 1980; Knuth 1985; Leron and Dubinsky 1995). Despite the initial enthusiasm, however, there were relatively few long-lived classroom implementations and little impact on curricula. The disappearance of programming from mathematics education literature followed throughout the 1990s (Lagrange and Rogalski 2015). Computer science remained a self-contained discipline, and educators began focussing on the user-friendly powerful tools developed for mathematical purposes, such as spreadsheets, dynamic geometry software, and computer algebra systems. So why now, over two decades later, is programming returning as an important concern?

Ironically, technological evolution has been cited as a catalyst to both the fall and revival of programming in mathematics education. While the initial outbreak of tools made programming skills seem obsolete, such skills have recently been recognized as essential for understanding how the growing mass of "black boxes" work (Lagrange and Rogalski 2015). The increased importance of tool development in various areas of society is also pushing nations to focus more on training a next generation of technologically-skilled workers (Francis and Davis forthcoming). On these bases, some researchers are continuing in the footsteps of the pioneers cited above (cf. ibid.; Misfeldt and Ejsing-Dunn 2015). Others, recognizing that professional mathematical activity has also been influenced by technological developments, study another potential: programming as a way of engaging students in the computational practices of STEM professionals (cf. Weintrop et al. 2016). Indeed, programming was found to be the second most-used technology by the 302 mathematicians in Buteau et al.'s (2014) survey; and, a 2012 report by the Society for Industrial and Applied Mathematics indicates that "programming and computer skills continue to be the most important technical skill that new hirees [in industry mathematics] bring to their jobs" (p. 25). Programming is hence being revived not just as a didactical tool for helping students develop mathematical knowledge, but also as a potential part of the knowledge to be developed. Examining how professional mathematicians now use programming in their work could therefore bring forth new epistemological grounds for its integration in mathematics education.

But as technology and mathematics have evolved, so too has the activity of programming itself. Available to today's programmer are various approaches (e.g., procedural versus object-oriented), languages, and libraries of routines, capable of accomplishing a variety of goals. The difficulty we faced in solidifying a definition of "programming" in our study was rooted in our perceived diversity of computer uses in mathematics. Even our research team was diverse, including an applied mathematician who had worked in industrial-level software engineering, a research mathematician who used computer algebra systems and $C$ to explore new territories of mathematical knowledge, and a student who had learned and used a programming language in university mathematics courses.

In many papers, "programming" appears without an explicit definition; and, amongst those that define the term, there is no consensus. Weintrop et al. (2016), who place programming alongside other practices like "designing computational models" and "troubleshooting and debugging", seem to equate the term with understanding, modifying, and writing code (whether it is ten lines of Python or millions of lines of $C++$ ). Buteau and Muller (2010), on the other hand, define a "programming cycle" involving the design, implementation, testing, and revising of a computer tool; and in their Canada-wide survey, Buteau et al. (2014) labelled "programming" with languages like Fortran, Java, and C++, placing software like Maple, $R$, and MATLAB in different categories. In contrast, Lagrange and Rogalski (2015) couple "programming" with the study of algorithms and consider the activity within the scope of software development.

In the end, rather than fixing our own definition, we decided to inquire about the perspectives held by professional mathematicians. This, after all, could provide insight into the place of programming not only in professional mathematics practices, but also in mathematics education.

## The Gap between Professional Mathematics and Mathematics Education

The experiences of students and STEM professionals have been compared extensively over the years; for example, in terms of the knowledge at stake (Madsen and Winsløw 2009), the general kinds of behaviour that take place (Cuoco et al. 1996), the influence of institutional constraints (Watson 2008), and certain social and cultural aspects (Burton 2004). The extent and legitimacy of disconnections has been debated (cf. Issue 28, Number 3, of For the Learning of Mathematics), not just those within a level (i.e., primary, secondary, university), but also between levels, with universities predicted as exhibiting the closest connection. And yet, Artigue (2016) writes: "There is no doubt that [...] undergraduate mathematics education is poorly connected to the mathematics of today in most universities" (p. 22).

In a subsequent paragraph, she highlights a specific gap: while technology has had a major impact on professional mathematical practices, "in many places, undergraduate mathematics education seems still blind to this evolution, even when those in charge make extensive use of technology in their professional activity" (ibid, p. 22-23). This comment seems to contradict two large-scale surveys. Lavicza (2010), driven by a lack of data on technology integration in universities, collected survey responses from 1103 mathematicians in the US, the UK, and Hungary, which led him to conclude: "the extent of technology use at universities is substantial and [...] mathematicians have developed an extensive array of technology-assisted teaching materials and pedagogical approaches" (p.
110). He also found mathematicians' use of technology in research to be the most influential factor on technology use in teaching. Another survey he conducted with colleagues (Buteau et al. 2014) reported similar conclusions in the Canadian context.

Upon closer consideration, however, Artigue's comment and the international surveys may not be at odds. First, not all technologies were found to have almost equal use in research and teaching: the number of Canadian mathematicians who reported using programming in their teaching was less than half those who indicated using it in their research (Buteau et al. 2014). Secondly, while the surveys required mathematicians to indicate the ways in which they use technologies in their teaching (e.g., to visualize concepts in lectures, engage students in experimentation, or develop course materials), comparable data was not collected for research. The studies, with their focus on computer algebra systems and primarily quantitative data, also were not aimed at answering certain programming-specific questions: To what extent are students being asked to engage with programming? How do mathematicians describe and explain this level of engagement? Why might the gap exist?

Buteau et al. (2014) hypothesize that the learning curve for programming is steeper than for other technologies (e.g., computer algebra systems, which contain preprogrammed mathematical tools). Its toll on students' and teachers' time and effort could hence make it a less attractive option in regular mathematics courses. Other obstacles, not specific to programming, have also been conjectured: for example, the time required to create new learning activities, logistical obstacles of curriculum-wide integration, and departmental resources and support. Artigue (2016), reflecting on her own difficulty in maintaining an innovative course, describes the ATD as powerful theoretical equipment for addressing such issues of ecology.

## ATD, a Frame for Capturing, Comparing, and Clarifying Practices

Chevallard's (1998) Anthropological Theory of the Didactic (ATD) provides a generic framework for capturing the different elements of any mathematical activity occurring in any context. The theory highlights the know-how (i.e., the praxis) and the discourse that explains it (i.e., the logos), defining an individuals' activity in terms of "praxeologies" consisting of four components: tasks (e.g., solve a system of linear equations), techniques for achieving them (e.g., Gaussian Elimination), technologies that justify the techniques (e.g., because row operations preserve the solution set of the system) and underlying theories (e.g., Linear Algebra). Following the example of Artigue (2002), we prefer to label any logos (i.e., technology or theory) as "justification" to avoid the ambiguity of the word "technology", which often appears as a synonym for computerized tools. We also use her distinction between pragmatic justifications (e.g., "I used the technique because it's faster"), and epistemic justifications (e.g., "I used the technique because it helps me better understand the concept"). Of particular interest to us were praxeologies that, in some way or another, involve programming, as the associated tasks, techniques, and justifications could provide some answers about the when, how, and why of programming use by mathematicians and their students. But this would not necessarily reveal the whole story.

Indeed, an individual's praxeologies do not occur in isolation; they develop under the influence of social institutions that normalize certain ways of being, thinking, and doing through various conditions and constraints. From the ATD perspective, the word
"institution" is to be interpreted in a wide sense: for example, each mathematics department, composed of a unique collection of mathematicians, will foster certain norms (explicit or implicit), as will any subfield of mathematics (e.g., analysis, geometry, or modelling). These norms are not necessarily fixed; on the contrary, the increased acceptance of new praxeologies can cause a re-evaluation of what is deemed possible or important. We could hence expect the place of programming in a mathematician's or a student's praxeologies not only to be influenced by the place of programming in the institutions where their research or learning take place, but also to influence it, even if these mutual influences might not be of the same strength or apply to the same time scale.

To describe the variable status of praxeologies within institutions, we ended up adding to the ATD framework the categories of practices introduced by Morrissette (2011). During a study of school teachers' methods of formative assessment, the researcher identified three kinds of practices:

1. Shared Practices, in which everyone engages because they are intimately tied to the profession and remain unquestioned;
2. Admitted Practices, which are not shared by everyone in a profession, but are accepted because they have been shown to be effective by innovative practitioners; and
3. Contested Practices, which are not accepted by everyone and are therefore situated at the boundaries of the professional culture.

While these notions were not developed within or for the specific context of mathematics education, categorizing programming-related practices as conventional, innovative, or exceptional in both mathematicians' and students' activity allowed us to provide more nuanced descriptions, comparisons, and reflections. After all, if shared practices represent current conventions, their coexistence with admitted or contested practices can suggest opportunities, or even a desire, to re-evaluate what has become conventional. Combining this with the ATD notion of institutional conditions and constraints provided new insight into why gaps like the one found by Buteau et al. (2014) exist; and this analysis also suggested ways of reducing these gaps, should that be deemed the favorable direction to take.

## Research Questions and Methodology

We sought to answer the following research questions:

1. How do research mathematicians define computer programming?
2. What is the place of programming in the praxeologies that form the research activity of mathematicians and the learning activity they offer their students? What are the differences and similarities between these praxeologies?
3. What role do institutional contexts play in the choices of mathematicians concerning the use of programming in their research and the integration of programming in their courses?

To answer these questions, we elaborated a study involving individual semi-structured interviews with 14 mathematicians: 3 women and 11 men of various ages, languages
(French or English), and research domains, working within 10 universities in 3 Canadian provinces (British Columbia, Ontario, and Québec). These interviewees were among 17 we invited to participate based not only on our goal of having a culturally, linguistically, and institutionally diverse sample, but also on our interest in interviewing mathematicians who were "using" programming in their research and/or teaching.

Our choice to conduct interviews with mathematicians was driven by the exploratory nature of our study. We sought a rather large sample of professors to cover, as much as we could, the spectrum of possibilities and reasons for (not) integrating programming in mathematics research and education. It is true that when it comes to students' learning, a professor can describe only the "planned" praxeologies, that is, the ones s/he hopes to help develop in students. Even when a professor plans a learning activity that resembles his/her research in the type of practice it aims at developing, this need not imply that the student develops the practice. Including classroom observations or student interviews would have helped to qualify the learning that actually occurred with the planned activities. However, because of the spread of our 14 participants across Canada and the calendar within which we had to work, such data could not be generated within the constraints of the study. In this sense, our study could not compare directly the actual programming experiences of students and those of their professors. Nonetheless, the exploration of planned praxeologies seemed a useful first step, as it could offer professors' perspectives on a priori analyses of activities given to students; and this could pave the way for future research.

While collecting information exclusively from mathematicians, we still wished to make students' potential activity our focal point of comparison with the mathematicians' research activity. Previous studies, such as that carried out by Madsen and Winsløw (2009), have employed the ATD to study the "nexus" between mathematicians' research and teaching activity, in hopes of understanding how the two activities can be mutually beneficial rather than compete for the time and energy of the researcher-professor. Their initial goal was to compare research work with teaching work and it is in contrast with our goal of comparing what mathematicians do and what students are invited to do in mathematics classes. In fact, the shift in perspective from inquiring about how programming is used by a researcher-professor to carry out his/her courses (e.g., to prepare lectures, illustrate concepts, engage students), to exploring the types of programming experiences encountered by students, constituted an important moment in our research project. And this is why we also talk about the programming to be experienced by the students in their learning of mathematics, rather than only the programming used by their professors in their teaching of that discipline.

Conducting interviews with mathematicians was also the only way to gain access to the justification component of the praxeologies under study. One could question the validity of self-reporting in outlining the praxis components (i.e., the tasks and techniques). To minimize bias, the interviews were based on Vermersch's (2006) entretien d'explicitation (explication interview, i.e. interview that seeks explicit accounts of experience), in which the interviewer guides the interviewee into a state of descriptive verbalisation where they "relive" specific experiences. The hope is that by becoming re-immersed in those experiences, the interviewee will be able to most accurately describe and reflect on them. Our participants were encouraged to relive moments throughout their research and teaching, in relation to computer programming. Some, in response to our invitation, shared resources they had developed (e.g., computer programs and activity outlines); this enhanced their descriptions.

Asking the mathematicians to describe their experiences led some of them, without direct prompts, to reflect on their choices and, in some cases, contemplate making changes to their practices. Still, some reflections on mathematics, programming, and institutional constraints were solicited to gain insight into the mathematicians' definitions of programming and help us identify factors that could be shaping the praxeologies described. The potential influence professors have on their own teaching and, through the development of curricula, the teaching of others, again supports our decision to collect their perspectives: the issues they consider to be important are likely the ones that should be addressed if an institution wishes to implement any changes and reduce any gaps.

The interviews were recorded, transcribed, and examined through a categorical analysis (Van der Maren 1996, Chapter 19) with a mixed coding approach to identify, classify, and compare the main ideas. Examples of programming use underwent a supplementary characterisation using the ATD framework to extract and compare the types of tasks, techniques, and justifications defining the related research and planned learning praxeologies. Those familiar with the precision of ATD analyses carried out in previous studies (cf. Winsløw et al. 2014) might be surprised by how broad our praxeologies are: they take a sort of bird's eye view on the participants' mathematical activity. This said, it has been questioned if students' and mathematicians' praxeologies could ever be significantly compared with such a fine-grained analysis (Winsløw 2015). Moreover, taking a broadbrush perspective was natural in our case, as we hoped to better understand the place of programming throughout curricula and across institutions, rather than within specific curricular topics like calculus, group theory, or numerical analysis.

Early in our project, we also began to distinguish certain praxeologies and mathematicians as "pure" or "applied". Although this naturally arising distinction adds an interesting dimension to our results, we were hesitant to use it. We even attempted to recognize that the pure-applied dichotomy is truly a continuum by assigning our participants fictive names in a special way: those beginning with an "A" ("P") would represent mathematicians who were most clearly applied (pure), and B's, O's, and N's would identify mathematicians situated somewhere in between. But even now, the categorization of certain participants remains a little blurry, and should not be taken reducing the complexity of their research, teaching, or mathematical identity.

## Mathematicians' Perspectives on Programming

## What Is Programming?

The mathematicians we interviewed seem to agree that programming includes any activity aimed at constructing a computer tool (a program) by way of three interwoven tasks of varying importance: the development of an algorithm, the coding of the algorithm, and the verification and validation of the program. This said, there is no unanimity about which human interactions with a computer qualify as programming. Our participants mentioned a whole spectrum of computing activities: from constructing geometric figures in Geometer's Sketchpad, finding the primitive of an integral with Mathematica, or running an open-source Sage program to solve large linear systems, all the way to devising from scratch a thousand-line program in Maple or C. The blurred boundary of programming we encounter in the literature also appears amongst
our interviewees; and this reflects the variety, in terms of size, complexity, and permanence, of the programs they develop and use.

When we inquired about the mathematical nature of programming, we were reminded that "doing mathematics is [also] a very poorly defined activity". In terms of algorithm development, some participants suggested that it was "most mathematical" when it involved complex, deep, or original thinking (as in the search for an efficient algorithm). Others mentioned the need to consider the physical limitations of the computer as distinguishing algorithm development from mathematical thinking. In general, however, algorithm development was deemed comparable to solving a problem or constructing a proof, and was hence perceived as a mathematical activity. In contrast, the mathematicians were reluctant to declare the coding and testing steps as "mathematics" due to their mechanical nature; and only some eventually recognized these steps as demanding the same kind of rigor and proficiency as performing a long by-hand calculation, or checking the logic of a proof. All in all, most participants recognized a mathematical character in some aspects of programming. But the whole task of programming was principally perceived as a technique (or a tool) for accomplishing more important mathematical tasks.

One could wonder if our wide-reaching definition hindered our ability to draw conclusions about the gap that inspired our research. Recall that Buteau et al.'s (2014) conception of "programming" did not include some technologies that we did include in our definition, such as Maple, $R$, and MATLAB; these were assigned to categories where no significant gaps were found. With our definition, the researchers might not have identified such a large difference between programming use in teaching and research. Irrespective of the size of this gap, however, there are differences between the usages of programming by mathematicians and their students, which led us to conceptualize the activity in terms of levels.

In the praxeologies described by our participants, we identified six levels at which an individual might interact with programming: s/he may

L0: Strictly observe the results of a computer program (under the direction of someone else);
L1: Manipulate the interface of an existing program (in an extracurricular fashion);
L2: Observe (and analyze) the code of a program;
L3: Modify existing code to accomplish something new;
L4: Construct the code of a program, with some elements (e.g., the algorithm) provided; or
L5: Create a program, including algorithm development, coding, and verification/ validation.

These "levels" provide a measurement of the visibility of and involvement in the programming activity of a given individual. They should be interpreted as overlapping intervals on a continuous spectrum. For instance, depending on the amount of independence one has in completing the different subtasks of programming, an activity could be classified as L4 or L5; and L5's most active involvement would include the decision that a task calls for programming, followed by the creation of a program from scratch. Moreover, a single research or learning experience might demand engagement at several levels and include programming activities beyond the span of L0 to L5 (we return to this in the discussion).

Nonetheless, the six levels above enabled us to make significant comparisons between the praxeologies of a mathematician and those intended to be developed by his/her students.

## Programming Levels in "Pure" Problem Solving

In both research and learning, we found that a main type of task where programming may be involved is the exploration of abstract concepts, properties, or theories, typically realized through an Exploration Cycle including the observation of mathematical objects, as well as the formulation and verification of conjectures. Our study shows that the place of programming within the associated praxeologies may differ significantly between mathematicians and their students.

Like several pure mathematicians interviewed, Omar develops computer tools (L5) to collect evidence about the behaviour of the abstract objects he studies (e.g., in representation theory). He proceeds through an Exploration Cycle to first gain the insight necessary to formulate plausible conjectures and then build confidence in their truth. He justifies his technique principally in an epistemic fashion, exclaiming: "Before starting to prove something, you'd better know it's true beyond a doubt!" The pragmatic character of his programming is also undeniable: he is free to control every aspect of his exploration and extend it to any number of otherwise tedious or impossible examples.

Given his familiarity with creating programs to assist in his own discovery of mathematics, it is not surprising that Omar, like many of our participants, also develops tools to support his students' understanding of challenging notions (e.g., spanning sets and linear independence). From the students' perspective, however, the proposed praxeology is quite different from their professor's: the students are invited to observe dynamic images produced by their professor (L0), are prompted to make guesses, and are provided images that verify or refute their voiced conjectures. Their exploration is strongly guided and limited to the time available in class, and the programming activity remains completely inaccessible to them. The fact that Omar does not share his programs with his students parallels the way he (and other pure mathematicians) communicate their research results: once they have arrived at a theorem and its proof, they typically see no need to discuss the programming that assisted their exploratory work. Similarly in teaching, Omar sees no need to encourage further exploration with a program once he believes the main goal of student discovery has been achieved. Indeed, he emphasizes the epistemic quality of the proposed technique, claiming that observing carefully chosen computer-generated results enables students to have their intuitions challenged and the abstract theories they're learning rendered more concrete, interesting, and memorable. When he attributes a pragmatic value to the technique, it is in relation to himself: the examples he generates would be difficult, if not impossible, to reproduce on a board, and he would not have the same flexibility of reexecuting programs in response to the needs of his students. A summary of Omar's research praxeology and the counterpart praxeology he proposes to his students is given in Table 1.

Paul is a probability professor whose table of praxeologies would differ from Omar's in terms of techniques and justifications. In his research projects that require the use of computer tools (not all of them do), he remains at L 0 or L 1 ; the programming is done by a collaborator. And yet, he encourages his students to write and use programs (L4 or L5) to discover content of his probability course. Like Omar, Paul brings forth principally epistemic justifications for his students' programming-related praxeologies; the difference is his claim that

Table 1 Omar's research praxeology vs. the praxeology proposed to his students

|  | Task type: Discover mathematical concepts, properties, or theories |  |
| :--- | :--- | :--- |
| Technique | Justification |  |
| Omar | L5 + Exploration Cycle until <br> "sufficient" evidence collected | Mainly Epistemic: Gain insight to formulate <br> conjectures and confidence to proceed to proof <br> Omainly Epistemic: Have intuition challenged |

It's much better if the students can program it for themselves. If they're sitting in front of the screen and they can play with it and they can adjust parameters, it becomes a kind of a game and it's more interactive for them. And it's better than me just showing them a picture at the front of the classroom, you know what I mean? If they're doing it themselves, they learn it way better.

We will return to this idea that higher-level interactions may have greater epistemic value. For now, this claim naturally raises the question: why doesn't Omar invite his students to reach L5?

Ironically, it is Paul who provides an enlightening story for framing the response to this question. It turns out that the probability course described above is geared towards science students; in the corresponding course for mathematics majors, computer technology is absent. Of course, there are many ways to "discover mathematical concepts, properties, or theories", and Paul's pure mathematics students are encouraged to adopt more "traditional" techniques. Upon reflecting on the addition of programming, Paul concluded: "I think it's the right way to go actually. I think that we're missing an opportunity here." So, why not take the opportunity? At first, Paul discussed curricular constraints: the pure mathematics students may not have the prerequisite knowledge needed for programming and it would take too much time to develop and integrate new activities into the already jam-packed curriculum. Omar also explained that "There's so much material in [his] course that it seems like it would be an exaggeration to ask them to program as well [...] But, if we had more time, well it would be nice." Since Paul already overcame curricular obstacles during the transformation of the probability course for science students, it seems like something deeper could be at play. He eventually revealed that "Academia is a very conservative place. And there's a huge amount of inertia. And there's also a huge amount of independence among the different instructors." He added: "I don't hear a lot of people talking about this being a great idea." Omar elaborated on similar institutional constraints: "I realize that my department is very abstract [...] And the students in pure math love that. But I believe it limits some of their abilities that are absolutely essential if they want to become researchers."

## Programming Levels in "Applied" Problem Solving

When it comes to solving "real-world" problems, the applied mathematicians we interviewed create computer programs to accomplish several tasks, including data analysis (to develop or validate mathematical models), parameter calculation (to specify
models to a context), or the exploration of model behaviour (for validation purposes or to describe, explain, or predict real-world phenomena). As above, we discuss praxeologies related to one (the last) type of task.

According to our applied participants, exploring the behaviour of their mathematical models necessitates programming for pragmatic reasons: not only does it create tools capable of performing a massive number of calculations and experiments (i.e., varying parameters to consider different scenarios), but first and foremost it permits the simulation of models that lack analytic solutions. As Alice explains, "it's highly unlikely that a mathematical model will give you the quadratic formula in the end. It would be nice, but that doesn't happen. And so, computer programming is essential." Though it was not emphasized, the epistemic character of programming is also clear: the visual and dynamic output generated by the computer enables the recognition of patterns leading to conclusions about the phenomena under study.

Given their pragmatic justifications, the applied researchers all interact with programming at the highest level (L5). We also observed the least dramatic differences between programming levels in research and learning within this category. Still, there were some notable differences and interesting debates. Barbara's students, for example, are not asked to develop their own programs. In addition to observing results shown by their professor in class (L0), they receive explanations of her code (L2), manipulate her programs at the interface level (L1), and modify them (L3) to analyse different models. Barbara explains that "[she] want[s] [students] to see that programming isn't that bad. You can do lots of interesting stuff with just a few lines of code." Through the proposed techniques, her students may learn about programming (e.g., syntax and structure), and may come to appreciate the computer as a powerful tool. Having some insight into the code may also support their understanding of the corresponding output and models. Nevertheless, Barbara justifies mid-level interactions by saying things like, "It wasn't so much how to program a vector field, it was how to use a vector field to understand the model." Her ultimate goal is for students to understand models and learn how to use them, not necessarily how to program them. Like Omar's table of praxeologies, Barbara's would exhibit a gap: L5 in her research vs. L0-L3 in the praxeologies she proposes to her students.

In comparison, Table 2 below shows no difference between the technique components of Ben's research praxeology and the praxeology proposed to his students (though the students often receive some direction, at least in the form of knowing that programming is necessary).

Table 2 Ben's research praxeology vs. the praxeology proposed to his students
$\begin{array}{lll}\hline & \begin{array}{l}\text { Task type: Understand the behaviour of a mathematical model } \\ \text { Technique }\end{array} & \text { Justification }\end{array}$ L5 + Experimentation (i.e., variation $\left.\begin{array}{ll}\text { of parameters to observe different output) }\end{array} \begin{array}{c}\text { Mainly Pragmatic: Otherwise impossible } \\ \text { due to a lack of analytic solutions and } \\ \text { the number of calculations and scenarios } \\ \text { to consider }\end{array}\right]$ Mainly Epistemic: L5 leads to a deep

This similarity in praxeologies can be explained by Ben's belief that L5 programming interaction has a higher epistemic value. He explains that "it's very hard to write a program and not understand what it's doing. You know, it's a different level of comprehension." In contrast, he describes his students' manipulation of a predeveloped program (L3) as "an exercise in typing. They really didn't know what it was doing or why it was doing it." In Ben's view, if students write their own programs, it is more likely that they will understand the tool, be able to adapt it to their needs, effectively interpret the results, and, by extension, better understand the models. Other mathematicians add that students may come to grasp better the concepts and processes they must structure into an algorithm and transpose into a programming language. Then, having created their own tool, students may feel a sense of empowerment and excitement that may further enhance their experience. Finally, students may gain insight into elements of programming (e.g., algorithms, data structures, code efficiency) that could not only allow them to make better use of existing software (previously "black boxes"), but also provide them with the knowledge to develop their own tools in the future. After all, the more the power of programming is shifted into the hands of students, the more they may be convinced of both the epistemic and pragmatic value of such techniques. In sum, many participants agree with Paul that "it's much better if the students can program it for themselves."

Once again, we may wonder why Barbara does not ask her students to develop their own programs. Throughout her interview, the professor complained that her university lacks a mandatory training in programming for mathematics students and that the activity is not widely implemented by her colleagues; some of her students are even afraid of programming. In contrast, learning and using programming are integrated throughout the curricula in Ben's department. But, as Ben explains, echoing Paul, this systematic institutionalization of programming is not necessarily easy to achieve:

There's a lot of inertia in Universities. [...] You don't just introduce something and it happens. [...] You introduce it one year, and everybody talks about it, and it's a no. And then there's lots of conversations about it [...] because you want people to have something that they truly need, and that has to evolve through discussion.

Even when the discussion leads to department-wide recognition of programming, the institutional context may impose other constraints. Alice, for example, works at a university that has integrated programming-based techniques, but that lacks the resources for an adequate grading of students' code; and in Alice's view, "if it's not assessed in detail, the requirement is shallow." As a result, she provides pre-developed programs and asks students to make modifications (L3), much like Barbara. Reflecting the way that she and other mathematicians we interviewed had to develop their programming competencies independently of their mathematics courses, Alice concluded bluntly: "those [students] who take the extra step will learn. Those that don't won't."

## Discussion

The differences between the praxeologies of individual mathematicians and their students seem to align with differences in the status of programming (contested,
admitted, or shared) in the related institutions. For our pure mathematician participants, it appears that programming (L5) is admitted within their practices: it is becoming more accepted as mathematicians demonstrate how the computer can be useful in pure problem solving. But there still exist pure mathematicians who use only traditional methods. In addition, whether or not programming is involved from one project to the next, can vary greatly for a given pure mathematician, depending on the nature of the project. Phillippe summarizes the general opinion when he says that "Programming is really one tool among many others to do mathematics [...] that is not necessary, but that is useful." In contrast, Barbara suggests that "It's absolutely indispensable for applied mathematicians. I mean, I don't think there's any applied mathematician who doesn't use the computer." Our applied participants explained that their projects simply wouldn't be possible without the computer. Many of them even seemed surprised by the question of how they use programming in their research. Programming (L5) might hence be categorized as shared within the applied mathematics community.

When it comes to pure or applied courses/programs offered by mathematics departments, programming is not always accorded as high a status as in the relevant mathematical community. Both Omar and Paul, for example, suggest that their departments contest the integration of programming in courses geared towards pure mathematics students. In fact, all our participants agreed that programming should not be accorded a significant place (if any) in courses like topology or measure theory. In contrast, Paul's university chooses to introduce programming to its science students taking a course that is equivalent to one in the pure mathematics program, which likely reflects the greater importance attributed to programming in the applied mathematics community. Indeed, when we asked which courses would most naturally include programming, those related to applied mathematics seemed to be the "obvious" responses. Examples like Barbara and Alice, however, show how institutional constraints might cause programming to be seen as admitted rather than shared within courses of an applied nature. In sum, we find that while programming (L5) may be part of the shared (admitted) practices of applied (pure) mathematicians, within educational institutions it may be portrayed as admitted (contested) for the community of students in applied (pure) mathematics courses.

As alluded to previously, many factors may contribute to this status gap. At a personal level, the professors we interviewed all share the goal of assisting students in acquiring mathematical knowledge; what they debate is the appropriate degree to which students should be asked to interact with programming to reach this goal. While some defend lower-level programming approaches as allowing students to effectively gain access to the mathematics, without focussing too much on the programming, others encourage students to engage in programming because they believe it will better support their understanding of the related mathematics. This said, it is interesting to note that Paul and Ben, who are part of the latter mindset, teach in courses that have been specifically designed to implement programming-related praxeologies; in other words, programming has been institutionally recognized as part of the mathematics they teach, rather than just one possible means to the mathematics. In comparison, professors who implement lower-level programming interactions, such as Omar and Barbara, speak constantly about the institutional constraints they face, including a lack of time to introduce competencies that do not figure amongst the prerequisites or objectives of their courses.

It would seem, then, that an explicit recognition of programming (e.g., throughout curricular documents) as a worthwhile mathematical skill to be developed by students, could be an important factor influencing the status gap. Note that to "contest" a practice in a course is not necessarily a negative standpoint; it is to be expected that not all courses in a pure or applied mathematics program would be deemed suited to programming integration. But if a university wishes to eliminate or reduce the gap, then it seems essential to have courses where programming activity is not only perceived as an appropriate optional addition, but is also institutionally recognized as part of the course; and this could call for a re-evaluation of the mathematics that is taught. It might also require a shift in how programming is perceived by mathematicians: recall that our participants tend to see programming as a tool used to access the heart of their mathematical work. If they were to see it as more central (e.g., worthy of publication), maybe it would be easier to encourage an analogous change in universities. To be critical, perhaps the first step is to decide if (and where) reducing the gap is the favourable direction to take. From Morrissette's (2011) perspective, the work of innovative practitioners, like some of our participants, could make all the difference. As a case in point, the research of mathematicians like Bailey and Borwein (2005) undoubtedly contributed to computer-based techniques evolving from contested to admitted in the pure mathematics community.

Turning a critical eye on our own work, we realize that some readers might be led to conclude that students should, whenever possible, engage at the highest programming level, L5 (i.e., creating a computer program from scratch). This is not our intention; on the contrary, each of the "levels" may have its own place in undergraduate mathematics education, as it has in mathematical research. The researchers we interviewed mentioned having to interpret their colleagues' computer-based results (L0), using readymade software so as not to "reinvent the wheel" (L1), and making sense of existing code (L2), either to validate it (e.g., in the case of a collaboration) and/or with the goal of reworking it to fit their own projects' needs (L3). In a society where programming is often collaborative, the lower to mid-levels (L0-L3) could be equally important. In fact, this leads us to envisage another level: L6, write a program to be shared with others. As some of our participants explained, it is quite a different task to prepare a program to be viewed, critiqued, modified, and used by someone else. But this additional level (i.e., sharing a computer tool) could also contribute to the greater visibility of programming in mathematics, with enhanced means for its validation; and this could favour its recognition as a mathematical activity.

## Conclusions

In this paper, we presented some results of an exploratory study that sought to better understand why Canadian mathematicians report using programming in their teaching much less than in their research (Buteau et al. 2014).

Our analysis of interviews with 14 mathematicians shows that the word "programming" has diverse meanings in mathematics. Furthermore, when professors declare "using programming" in their courses, their students may interact with the activity at various levels, from strictly observing the results of programs (L0) to independently developing their own computer tools (L5). The identification of six levels allowed us to note important differences between the praxeologies of individual mathematicians and those they propose to their
students, with the latter rarely involving the most active version of L5. Adopting Morrissette's (2011) terminology, we further noted that while programming (L5) is shared or admitted within applied or pure mathematics research communities, respectively, it may be admitted or contested within institutions where mathematics is taught and learnt.

Adding their views as to why such gaps occur and, by extension, pointing to issues that should be considered when seeking to harmonize praxeologies, our participants spoke of different kinds of institutional constraints: curricular (objectives, prerequisites, time), departmental (tension between academic freedom and course coordination, lack of resources to assess programming in large classes), and cultural (deep-rooted traditions in mathematics). And yet, they spoke equally of the potential benefits of reducing the gaps. Not only might doing so encourage techniques of high epistemic value or make students aware of the pragmatic character of programming, but it may be important for social/ cultural reasons: programming may widen students' vision and appreciation of all mathematical activity, while also encouraging the development of practices that could diversify their options beyond their degree.

Of course, one cannot expect the praxeologies developed by university mathematics students to be faithful replicas of professional mathematics practices. This is partly explained by the diversity of these practices and the associated institutions, even among academic mathematicians. But more fundamentally, the learning goals which define the undergraduate experience are not strictly equivalent to research goals. Even with a greater presence of research-like projects involving programming, many learning tasks will still differ from research in scope or approach. Paradoxically, this could mean that for a task where a mathematician engages in programming at a lower level to save time (e.g. by using a preprogrammed tool), a student might be asked to engage at a higher level for epistemic reasons (to understand the associated algorithm, develop skills in programming, etc.).

This reflection emphasizes the need for a nuanced interpretation of our levels. Rather than associating them with a hierarchical scale and systematically aiming for the highest possible, one should choose the level that is adequate for a given task, with a given group of students, in a given course. There could be numerous justifications for exposing students to all levels, including the development of a range of widely applicable competencies: e.g., managing their and others' computational work, determining when a situation calls for programming in the first place, researching and judging the adequacy of existing tools, constructing powerful tools when adequate tools do not already exist, and sharing tools as contributions to society. Given the recent push to implement computational thinking across all school levels, such competencies could be as beneficial for future teachers and professors as for those seeking careers in STEM disciplines. Further research may be needed to uncover what benefits and obstacles these different groups of students actually experience while programming in mathematics - but not without continuing to follow the evolution of mathematical praxeologies both within and outside mathematics departments.
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